
Lecture Notes on Quantum Mechanics - Part I

Yunbo Zhang
Institute of Theoretical Physics, Shanxi University

This is the first part of my lecture notes. I mainly introduce some basic concepts and fundamental
axioms in quantum theory. One should know what we are going to do with Quantum Mechanics -
solving the Schrödinger Equation.
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I. INTRODUCTION: MATTER WAVE AND ITS MOTION

The emergence and development of quantum mechanics began in early years of the previous century and accom-
plished at the end of the twentieth years of the same century. We will not trace the historical steps since it is a long
story. Here we try to access the theory by a way that seems to be more ”natural” and more easily conceivable.
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A. de Broglie’s hypothesis

Inspiration: Parallelism between light and matter

Wave: frequency ν, ω,wavelength λ,wave vector k · · · · · ·
Particle: velocity v,momentum p, energy ε · · · · · ·

• Light is traditionally considered to be a typical case of wave. Yet, it also shows (possesses) a corpuscle nature -
light photon. For monochromatic light wave

ε = hν = ~ω

p =
hν

c
=
h

λ
= ~k, (k =

2π

λ
)

• Matter particles should also possess another side of nature - the wave nature

ε = hν = ~ω

p =
h

λ
= ~k

This is call de Broglie’s Hypothesis and is verified by all experiments. In the case of non-relativistic theory, the de
Broglie wavelength for a free particle with mass m and energy ε is given by

λ = h/p = h/
√
2mε

The state of (micro)-particle should be described by a wave function. Here are some examples of state functions:

1. Free particle of definite momentum and energy is described by a monochromatic traveling wave of definite wave
vector and frequency

ψ1 = A′ cos

(
2π

λ
x− 2πνt+ φ0

)
= A′ cos (kx− ωt+ φ0)

= A′ cos

(
1

~
px− 1

~
εt+ φ0

)
Replenish an imaginary part

ψ2 = A′ sin

(
1

~
px− 1

~
εt+ φ0

)
,

we get the final form of wave function

ψ = ψ1 + iψ2 = A′eiφ0e
i
~pxe−

i
~ εt = Ae

i
~pxe−

i
~ εt

which is the wave picture of motion of a free particle. In 3D we have

ψ = Ae
i
~ p⃗·r⃗e−

i
~ εt

2. Hydrogen atom in the ground state will be shown later to be

ψ(r, t) =

(
1

πa30

)1/2

e−
r
a0 e−

i
~E1t

This wave function shows that the motion of electron is in a ”standing wave” state. This is the wave picture of
above state.
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A

B

FIG. 1: Maupertuis’ Principle.

B. Stationary Schrödinger equation

The parallelism between light and matter can go further

Light: wave nature omitted geometric optics
wave nature can not be omitted wave optics

Matter: wave nature omitted particle dynamics

wave nature can not be omitted
a new mechanics,

namely quantum mechanics

Particle Dynamics ⇐⇒ Geometric Optics
⇓ ⇓

Quantum Mechanics
?⇐⇒ Wave Optics

Here we make comparison between light propagation of monochromatic light wave and wave propagation of
monochromatic matter wave

Light wave geometric optics Fermat’s principle

wave propagation Helmholtz equation

Matter wave particle dynamics Principle of least action

wave propagation Presently unknown

Now consider light wave propagation in a non-homogeneous medium

light path =

∫ B

A

n(r⃗)ds

Fermat’s principle

δ

∫ B

A

n(r⃗)ds = 0

For a particle moving in a potential field V (r⃗), the principle of least action reads

δ

∫ B

A

√
2mTds = δ

∫ B

A

√
2m(E − V (r⃗))ds = 0

The corresponding light wave equation (Helmholtz equation) is(
∇2 − 1

c2
∂2

∂t2

)
u (r⃗, t) = 0
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which after the separation of variables reduces to

∇2ψ +
n2ω2

c2
ψ = 0.

Here we note that ω is a constant. Thus we arrived at a result of comparison as follows

δ
∫ B

A

√
2m(E − V (r⃗))ds = 0 ⇐⇒ δ

∫ B

A
n(r⃗)ds = 0

⇓ ⇓
Presently unknown

?⇐⇒ ∇2ψ + n2ω2

c2 ψ = 0

⇓
Presumed to be of the form

∇2ψ +An2ψ = 0

Here A is an unknown constant, and the expression
√
2mT plays the role of ”index of refraction” for the propagation

of matter waves. The unknown equation now can be written as

∇2ψ +A [2m(E − V (r⃗))]ψ = 0

Substitute the known free particle solution

ψ = e
i
~ p⃗·r⃗

E =
1

2m
p⃗2

V (r⃗) = 0

into the above equation. We find the unknown constant A equals to 1/~2, therefore we have

∇2ψ +
2m

~2
[E − V (r⃗)]ψ = 0

for the general case. It is often written in a form

− ~2

2m
∇2ψ (r⃗) + V (r⃗)ψ (r⃗) = Eψ (r⃗)

and bears the name ”Stationary Schrödinger Equation”

C. Conclusion

By a way of comparison, we obtained the equation of motion for a particle with definite energy moving in an
external potential field V (r⃗) - the Stationary Schrödinger Equation. From the procedure we stated above, here we

stressed on the ”wave propagation” side of the motion of micro-particle.
√
2mT =

√
2m(E − V (r⃗)) is treated as

”refraction index” of matter waves.
It may happen for many cases that in some spatial districts E is less than V (r⃗), i.e., E < V (r⃗). What will happen

in such cases?

• Classical mechanics: particles with total energy E can not arrive at places with E < V (r⃗).

• Matter waves (Q.M.): matter wave can propagate into districts E < V (r⃗) , but in that cases, the refraction
index becomes imaginary.

About Imaginary refraction index : For light propagation, imaginary refraction index means dissipation, light wave
will be attenuated in its course of propagation. For matter waves, no meaning of dissipation, but matter wave will be
attenuated in its course of propagation.
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FIG. 2: Double slit experiments.

II. STATISTICAL INTERPRETATION OF WAVE MECHANICS

People tried hard to confirm the wave nature of micro-particles, and electron waves were first demonstrated by
measuring diffraction from crystals in an experiment by Davison and Germer in 1925. They scattered electrons off
a Nickel crystal which is the first experiment to show matter waves 3 years after de Broglie made his hypothesis.
Series of other experiments provided more evidences, such as the double slit experiments using different particle
beams: photons, electrons, neutrons, etc. and X-ray (a type of electromagnetic radiation with wavelengths of around
10−10 meters). Diffraction off polycrystalline material gives concentric rings instead of spots when scattered off single
crystal.
Wave function is a complex function of its variables

ψ(x, t) = Ae
i
~ (px−Et)

ψ (r, θ, ϕ, t) =
1√
πa30

e−
r
a0 e−

i
~E1t

1. Dynamical equation governing the motion of micro-particle is by itself a equation containing imaginary number

2. The wave function describing the state of micro-particle must fit the general theory frame of quantum theory
(operator formalism) - requirement of homogeneity of space. This means, the symmetry under a translation in
space r → r + a, where a is a constant vector, is applicable in all isolated systems. Every region of space is
equivalent to every other, or physical phenomena must be reproducible from one location to another.

A. Pose of the problem

What kind of wave it is?

• Optics: Electromagnetic wave

E(x, t) = ŷ0E0e
i( 2π

λ x−2πνt) = ŷ0E0

wave propagating︷ ︸︸ ︷
ei(kx−ωt)

E0 − amplitude → field strength

Intensity E2
0 → energy density

• Acoustic wave

U(x, t) = ŷ0U0e
i( 2π

λ x−2πνt)
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FIG. 3: Electromagnetic Wave Propagation.

U0 − amplitude → mechanical displacement

Intensity U2
0 → energy density

• Wave function

ψ(x, t) = Aei(
2π
λ x−2πνt) = Ae

i
~ (px−Et)

Scalar wave, Amplitude - A→?

Intensity - A2 →?

Early attempt: Intensity → material density, particle mass distributed in wave. But wave is endless in space,
how can it fit the idea of a particle which is local.

B. Wave packet - a possible way out?

particle = wave packet - rain drop
eik0x− an endless train, How can it be connected with particle picture?
Two examples of localized wave packets

• Superposition of waves with wave number between (k0 −∆k) and (k0 +∆k) - square packet

φ(k) =

{
A, k0 −∆k < k < k0 +∆k

0, elsewhere

ψ(x) =
1√
2π

∫
φ(k)eikxdk

=
1√
2π

∫ k0+∆k

k0−∆k

Aeikxdk

=
1√
2π

2A
sin (∆kx)

x︸ ︷︷ ︸
Amplitude

eik0x

Both wave number and spatial position have a spread - uncertainty relation

∆x ∼ π/∆k,
∆x ·∆k ≈ π
∆x ·∆p ≈ π~
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FIG. 4: Wave packet formed by plane waves with different frequency.

FIG. 5: Spread of a wave packet.

• Superposition of waves with wave number in a Gaussian packet

φ(k) =

(
2α

π

)1/4

e−α(k−k0)
2

Problem 1 The Fourier transformation of φ(k) is also Gaussian. It is the best one can do to localize a particle in
position and momentum spaces at the same time. Find the root mean square (RMS) deviation ∆x ·∆p =?

Problem: Wave packet is unstable - The waves have different phase velocity and the wave components of a wave
packet will disperse even in vacuum. But electrons are localized in the atom (1Å). This viewpoint emphasize the
wave nature of micro-particle while killing its particle nature.
Another extreme viewpoint on wave particle duality is that wave is composed by large amount of particles (as waves

in air). However experiments show clearly a single electron possesses wave nature. This viewpoint over-stressed the
particle nature.

C. Born’s statistical interpretation

A particle by its nature is localized at a point, whereas the wave function is spread out in space. How can such
an object represent the state of a particle? The answer is provided by Born’s Statistical Interpretation of the wave
function, which says that in 1D case |ψ (x, t)|2 gives the probability of finding the particle at point x, at time t - or,
more precisely ∫ b

a

|ψ (x, t)|2 dx =

{
Probability of finding the particle

between a and b, at time t.

}
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FIG. 6: Histogram for the distribution.

In 3D case, the relative probability for the particle appearing in a volume element d3r⃗ is proportional to the intensity
of wave in that volume element

dw ∝ |ψ (r⃗, t)|2 d3r⃗ = ψ∗ (r⃗, t)

Probability amplitude︷ ︸︸ ︷
ψ (r⃗, t)︸ ︷︷ ︸

Probability density

d3r⃗

D. Probability

Because of the statistical interpretation, probability plays a central role quantum mechanics. So we introduce some
notation and terminology.

1. Example of discrete variables

14 people in a room. Let N(j) represent the number of people of age j.

N(14) = 1, N(15) = 1, N(16) = 3, N(22) = 2, N(24) = 2, N(25) = 5 (1)

while N(17), for instance, is zero. The total number of people in the room is

N =
∞∑
j=0

N(j)

Questions about the distribution

1. If you selected one individual at random from this group, what is the probability that this person’s age would
be 15? Answer : One chance in 14, since there are 14 possible choices, all equally likely, of whom only one has
this particular age. In general the probability of getting age j is

P (j) =
N(j)

N

Notice that the probability of getting either 14 or 15 is the sum of the individual probabilities (in this case,
1/7). In particular, the sum of all the probabilities is 1 - you’re certain to get some age:

∞∑
j=0

P (j) = 1

2. What is the most probable age? Answer : 25. In general the most probable j is the j for which P (j) is a
maximum.

3. What is the median age? Answer : 23, for 7 people are younger than 23, and 7 are older. In general, the
median is that value of j such that the probability of getting a larger result is the same as the probability of
getting a smaller result.
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FIG. 7: Two histogram with different σ.

4. What is the average (or mean) age? Answer:

(14) + (15) + 3 (16) + 2 (22) + 2 (24) + 5 (25)

14
=

294

14
= 21

In general the average value of j (which we shall write thus: ⟨j⟩) is

⟨j⟩ =
∑
jN(j)

N
=

∞∑
j=0

jP (j)

In quantum mechanics it is called the expectation value. Nevertheless the value is not necessarily the one you
can expect if you made a single measurement. In the above example, you will never get 21.

5. What is the average of the squares of the ages? Answer: You could get 142 = 196, with probability 1/14,
or 152 = 225, with probability 1/14, or 162 = 256, with probability 3/14, and so on. The average is

⟨
j2
⟩
=

∞∑
j=0

j2P (j)

In general, the average value of some function of j is given by

⟨f(j)⟩ =
∞∑
j=0

f(j)P (j)

Beware
⟨
j2
⟩
̸= ⟨j⟩2 .

Now, there is a conspicuous difference between the following two histograms, even though they have the same
median, the same average, the same most probable value, and the same number of elements: The first is sharply
peaked about the average value, whereas the second is broad and flat. (The first might represent the age profile
for students in a big-city classroom, and the second, perhaps, a rural one-room schoolhouse.) We need a numerical
measure of the amount of ”spread” in a distribution, with respect to the average. The most effective way to do this
is compute a quantity known as the standard deviation of the distribution

σ ≡
√⟨

(∆j)
2
⟩
=

√
⟨j2⟩ − ⟨j⟩2

∆j = j − ⟨j⟩

For the two distributions in the above figure, we have

σ1 =
√
25.2− 25 =

√
0.2

σ2 =
√
31.0− 25 =

√
6

2. Example of continuous variables

It is simple enough to generalize to continuous distribution. Technically we need ”infinitesimal intervals”. Thus{
Probability that an individual (chosen

at random) lies between x and (x+ dx)

}
= ρ(x)dx
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FIG. 8: The probability density in the Example ρ(x).

ρ(x) is the probability of getting x, or probability density. The probability that x lies between a and b (a finite
interval) is given by the integral of ρ(x)

Pab =

∫ b

a

ρ(x)dx

and the rules we deduced for discrete distributions translate in the obvious way:

1 =

∫ +∞

−∞
ρ(x)dx

⟨x⟩ =
∫ +∞

−∞
xρ(x)dx

⟨f(x)⟩ =
∫ +∞

−∞
f(x)ρ(x)dx

σ2 ≡
⟨
(∆x)

2
⟩
=
⟨
x2
⟩
− ⟨x⟩2

Example: Suppose I drop a rock off a cliff of height h. As it falls, I snap a million photographs, at random intervals.
On each picture I measure the distance the rock has fallen. Question: What is the average of all these distance? That
is to say, what is the time average of the distance traveled?
Solution: The rock starts out at rest, and picks up speed as it falls; it spends more time near the top, so the average

distance must be less than h/2. Ignoring air resistance, the distance x at time t is

x(t) =
1

2
gt2

The velocity is dx/dt = gt, and the total flight time is T =
√
2h/g. The probability that the camera flashes in the

interval dt is dt/T , so the probability that a given photograph shows a distance in the corresponding range dx is

dt

T
=
dx

gt

√
g

2h
=

1

2
√
hx
dx

Evidently the probability density is

ρ(x) =
1

2
√
hx
, (0 ≤ x ≤ h)

(outside this range, of course, the probability density is zero.)
We can check the normalization of this result∫ h

0

1

2
√
hx
dx =

1

2
√
h

(
2x1/2

)h
0
= 1
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The average distance is

⟨x⟩ =
∫ h

0

x
1

2
√
hx
dx =

1

2
√
h

(
2

3
x3/2

)h

0

= h/3

which is somewhat less than h/2, as anticipated. Figure shows the graph of ρ(x). Notice that a probability density
can be infinite, though probability itself (the integral of ρ) must of course be finite (indeed, less than or equal to 1).

Problem 2 Griffiths, page 12, Problem 1.2, 1.3

E. Normalization

We return now to the statistical interpretation of the wave function, which says that |ψ(x, t)|2 is the probability

density for finding the particle at point x, at time t. It follows that the integral of |ψ(x, t)|2 must be 1 (the particle’s
got to be somewhere) ∫ +∞

−∞
|ψ(x, t)|2 dx = 1 (2)

If ψ(x, t) is a solution of Schrödinger equation, so too are Aψ(x, t) and eiαψ(x, t). Here A is any complex constant,
α is a phase factor of the wave function. What we must do, then, is pick this undetermined multiplicative factor so
as to ensure that Equation (2) is satisfied. This process is called normalizing the wave function. For some solutions
to the Schrödinger equation, the integral is infinite; in that case no multiplicative factor is going to make it 1. The
same goes for the trivial solution ψ(x, t) = 0. Such non-normalizable solutions cannot represent particles, and must
be rejected. Physically realizable states correspond to the ”square-integrable” solutions to Schrödinger’s equation.
Example: Problem 1.4 on page 14 of Griffiths.
At time t = 0, a particle is represented by the wave function

ψ(x, 0) =


Ax

a ,

A b−x
b−a ,

0,

if 0 ≤ x ≤ a
if a ≤ x ≤ b
otherwise

where A, a and b are constants.

(a) Normalize ψ (that is, find A, in terms of a and b).

(b) Sketch ψ(x, 0) as a function of x.

(c) Where is the particle most likely to be found, at t = 0?

(d) What is the probability of finding the particle to the left of a? Check your result in the limiting cases b = a and
b = 2a.

(e) What is the expectation value of x?

Solution:

(a)

1 =
|A|2

a2

∫ a

0

x2dx+
|A|2

(b− a)2
∫ b

a

(b− x)2 dx

= |A|2
 1

a2

(
x3

3

)a

0

+
1

(b− a)2

(
− (b− x)3

3

)b

a


= |A|2

[
a

3
+
b− a
3

]
= |A|2 b

3

⇒ A =

√
3

b
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FIG. 9: Sketch of ψ(x, 0) as a function of x.

(c) At x = a.

(d)

P =

∫ a

0

|ψ(x, 0)|2 dx =
|A|2

a2

∫ a

0

x2dx = |A|2 a
3
=
a

b

{
P = 1 if b = a

√

P = 1/2 if b = 2a
√

(e)

⟨x⟩ =
∫
x |ψ|2 dx = |A|2

{
1

a2

∫ a

0

x3dx+
1

(b− a)2
∫ b

a

x (b− x)2 dx

}

=
3

b

{
1

a2

(
x4

4

)a

0

+
1

(b− a)2

(
b2
x2

2
− 2b

x3

3
+
x4

4

)b

a

}

= · · · · · · = 2a+ b

4

Problem 3 Griffiths, page 14, Problem 1.5

III. MOMENTUM AND UNCERTAINTY RELATION

In classical mechanics, we learn that position and momentum are canonical variables to each other. In 1D case,
this can be seen from the Fourier transformation and its reverse

ψ(x, t) =
1√
2π~

∫ +∞

−∞
φ(p, t)e

i
~pxdp

φ(p, t) =
1√
2π~

∫ +∞

−∞
ψ(x, t)e−

i
~pxdx

A. Expectation value of dynamical quantities

For a particle in state ψ(x), the expectation/mean/average value of x is

⟨x⟩ =
∫ +∞

−∞
x |ψ(x, t)|2 dx =

∫ +∞

−∞
ψ∗ (x, t)xψ (x, t) dx

What exactly does this mean? It emphatically does not mean that if you measure the position of one particle
over and over again,

∫
x |ψ|2 dx is the average of the results you’ll get. On the contrary, the first measurement

(whose outcome is indeterminate) will collapse the wave function to a spike at the value actually obtained, and
the subsequent measurements (if they’re performed quickly) will simply repeat that same result. Rather, ⟨x⟩ is the
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average of measurements performed on particles all in the state ψ, which means that either you must find some way of
returning the particle to its original state after each measurement, or else you prepare a whole ensemble of particles,
each in the same state ψ, and measure the positions of all of them: ⟨x⟩ is the average of these results.
In short, the expectation value is the average of repeated measurements on an ensemble of identically prepared

systems, not the average of repeated measurements on one and the same system.
Similarly one can get the expectation value of the potential energy V (x)

⟨V (x)⟩ =
∫ +∞

−∞
V (x) |ψ(x, t)|2 dx =

∫ +∞

−∞
ψ∗ (x, t)V (x)ψ (x, t) dx

But for the momentum p, this is not true

⟨p⟩ ̸=
∫ +∞

−∞
ψ∗ (x, t)ψ (x, t) pdx

Instead, by means of the Fourier transformation of the wave function, φ(p, t), we have

⟨p⟩ =
∫ +∞

−∞
φ∗(p, t)φ(p, t)pdp =

∫ +∞

−∞
φ∗(p, t)pφ(p, t)dp

=

∫ +∞

−∞
dp

(∫ +∞

−∞
dx

1√
2π~

ψ∗ (x, t) e
i
~px

)
pφ(p, t)

=
1√
2π~

∫ ∫ +∞

−∞
dpdxψ∗ (x, t) e

i
~pxpφ(p, t)

=

∫ ∫ +∞

−∞
dxdpψ∗ (x, t)

(
−i~ d

dx

)
1√
2π~

e
i
~pxφ(p, t)

Collecting the underlined terms into ψ (x, t), we have

⟨p⟩ =
∫ +∞

−∞
dxψ∗ (x, t)

(
−i~ d

dx

)
ψ (x, t)

Definition: For 1D case, the momentum operator is defined as

p̂ = −i~ d

dx

and

⟨p⟩ =
∫ +∞

−∞
ψ∗ (x, t) p̂ψ (x, t) dx

̸=
∫ +∞

−∞
ψ∗ (x, t)ψ (x, t) p̂dx

It is straightforward to generalize the Fourier transformation result to 3D case

ψ (r, t) =
1

(2π~)3/2

+∞∫∫∫
−∞

φ(p, t)e
i
~p·rd3p

φ(p, t) =
1

(2π~)3/2

+∞∫∫∫
−∞

ψ(r, t)e−
i
~p·rd3r

The corresponding momentum operators are defined as

p̂ = −i~∇

with the components

p̂x = −i~ ∂

∂x
, p̂y = −i~ ∂

∂y
, p̂z = −i~ ∂

∂z
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For simplicity we introduce

(ψ,ψ) ≡
∫
dτψ∗ψ =

∫
dτ |ψ|2

where dτ means dx for 1D, dxdydz for 3D, and dx1dy1dz1 · · · dxNdyNdzN for N particles. The normalization takes a
very simple form

(ψ,ψ) = 1

The mean value of a dynamical quantity A is

⟨A⟩ =
+∞∫∫∫
−∞

ψ∗ (r, t) Âψ (r, t) d3r =
(
ψ, Âψ

)
If the wave function is not normalized we should compute it as

⟨A⟩ =

(
ψ, Âψ

)
(ψ,ψ)

Problem 4 Consider a particle in one dimensional system. Both the wave function ψ(x, t) and its Fourier transfor-
mation φ(p, t) can represent the state of the particle.

ψ(x, t) is the wave function (or state function,

probability amplitude) in position representation

φ(p, t) represents the same state in momentum

representation, just like a vector can be expressed

in different coordinate systems

If we use φ(p, t) to represent the state, what are the operators x and p? p is just p itself, but what about x?

B. Examples of uncertainty relation

Let us examine again the example of Gaussian wave packets

φ(k) =

(
2α

π

)1/4

e−α(k−k0)
2

.

It is localized in momentum about p = ~k0. We can check the normalization∫ +∞

−∞
|φ(k)|2 dk =

√
2α

π

∫ +∞

−∞
e−2α(k−k0)

2

dk =

√
2α

π

√
π

2α
= 1

because ∫ +∞

−∞
e−αx2

dx =

√
π

α

The Fourier transformation

ψ(x) =

(
1

2πα

)1/4

eik0xe−
x2

4α

The probability density in position space

|ψ(x)|2 =
1√
2πα

e−
x2

2α
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while in wave vector space

|φ(k)|2 =

√
2α

π
e−2α(k−k0)

2

From the standard definition of Gaussian distribution

P (x) =
1√
2πσ2

e−
(x−X)2

2σ2

we easily identify the standard deviation in x and k spaces, respectively

σx =
√
α = ∆x

σk =
1√
4α

= ∆k

We thus have

∆x ·∆k = 1/2

∆x ·∆p = ~/2

More strict calculations show that

∆x ·∆p ≥ ~/2

which is Heisenberg’s Uncertainty Principle. So the Gaussian wave packets seem to saturate the bound! We need in
near future some constants to evaluate the experiments related quantities

1eV = 1.602× 10−12erg = 1.602× 10−19Joule

~c = 1973eV · Å, a0 = 0.53Å, me = 0.51MeV/c2

and finally the fine structure constant α = e2/~c = 1/137.

IV. PRINCIPLE OF SUPERPOSITION OF STATES

Superposition is a common property of all kinds of linear waves. The most striking characters, the interference and
the diffraction, are results of superposition of waves. The distinction between wave motion and particle dynamics lies
on whether there exists superposition. The wave nature of micro-particle is recognized and confirmed just through
experimental observation of interference of matter waves. It is not surprised that the wave funtions (the states) obey
superposition principle.

A. Superposition of 2-states

Let ψ1 and ψ2 represent two different states of one micro-particle. The principle of superposition asserts that

ψ = a1ψ1 + a2ψ2

is also a possible state of the micro-particle - the superposition state.
Here we show an interesting animation of the double slit experiment for bullets, water waves and electrons which

is from
http://www.upscale.utoronto.ca/GeneralInterest/Harrison/DoubleSlit/DoubleSlit.html
We summarize the main conclusions of the experiments.

1. The probability of an event in an ideal experiment is given by the square of the absolute value of a complex
number ψ which is called the probability amplitude

P = probability

ψ = probability amplitude

P = |ψ|2
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2. When an event can occur in several alternative ways, the probability amplitude for the event is the sum of the
probability amplitude for each way considered separately. There is interference:

ψ = ψ1 + ψ2

P = |ψ1 + ψ2|2

3. If an experiment is performed which is capable of determining whether one or another alternative is actually
taken, the probability of the event is the sum of the probabilities for each alternative. The interference is lost:

P = P1 + P2

The more precisely you know through which slit the electron passes (particle nature), the more unlikely you will
see the interference pattern (wave nature). This is the manifestation of Heisenberg uncertainty principle.

B. Superposition of more than 2 states

We have in this case

ψ = a1ψ1 + a2ψ2 + · · · · · · =
∑
i

aiψi

where the coefficients ai determine the relative magnitudes and relative phases among the participating waves.
A special case, yet the most important one, is the superposition of monochromatic plane waves (with one-dimensional

case as example). The superposition of several monochromatic plane waves of different p generates a superposition
state

ψ(x) = c1e
ip1x/~ + c2e

ip2x/~ + · · · · · ·

Generalization: the value p of monochromatic plane wave eipx/~ changes continuously from −∞ to +∞, the coefficients
now are written as a function of p and denoted by φ(p, t)

ψ(x, t) =
1√
2π~

∫ +∞

−∞
φ(p, t)eipx/~ dp

which is nothing but the Fourier transformation.

C. Measurement of state and probability amplitude

1. Measurement of state

The measurement of state is a rather subtle subject. Let us analyze it as follows:

1. There is a microscopic system in a particular state ψ that is to be measured

2. Measurement means that we try to understand the state ψ by means of a process called measurement. This
measurement is certainly a macroscopic process and the measured quantity is some kind of physical quantities
such as position, momentum, energy, angular momentum, etc.

3. It can be anticipated that the measurement results will be a statistical one.

We will discuss here only measurement of two basic physical quantities, the coordinate x and the momentum p.
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ψ (x)

FIG. 10: Bragg diffraction element: Different momentum components are diffracted into different directions.

FIG. 11: Scattering of waves by crystal planes.

2. Measurement of coordinate

To simplify the discussion, we restrict our discussion to one-dimensional case. In fact, this is just the Born’s
statistical interpretation. The probability for the measuring result to be between x and x+ dx is

P (x)dx = ψ∗(x)ψ(x)dx

The generalization to 3D case is straightforward. The probability for the measuring result to be between (x, y, z) and
(x+ dx, y + dy, z + dz) is ψ∗(r)ψ(r)d3r.
A new light for comprehending wave function:
Intensity of matter wave described by |ψ|2 at certain point r is the probability density of finding particle there
Amplitude of the matter wave (probability wave) described by ψ(r, t) at certain point r is the probability amplitude

of finding the particle there.

3. Measurement of momentum

In this case, we consider the case that the state ψ(x) is a superposition of monochromatic waves of different but
discrete p values

ψ(x) = c1e
ip1x/~ + c2e

ip2x/~ · · · · · ·

The apparatus is an idealized equipment that can analyze momenta exactly and diffracted them in different directions,
e.g., an idealized Bragg diffraction element described by Bragg formula

nλ = 2d sin θ
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The probability for the outcome of p is proportional to the intensity of the i−th component c∗i ci = |ci|
2
. Generalizing

to arbitrary 1D state with continuous p values we have

ψ(x, t) =
1√
2π~

∫
φ(p, t)e

i
~pxdp

where φ(p, t) plays the role of coefficients ci in the case of continuous p. Hence the probability of finding the particle
to have its momentum between p and p+ dp

P (p)dp = φ∗(p, t)φ(p, t)dp = |φ(p, t)|2 dp
Further generalization to 3D case

ψ(r, t) =
1

(2π~)3/2

∫∫∫
φ(p, t)e

i
~p·rd3p

and the probability for the particle to have its momentum between (px, py, pz) and (px + dpx, py + dpy, pz + dpz) is

P (p)d3p = φ∗(p, t)φ(p, t)dpxdpydpz

This can be visualized in momentum space as the probability of p vector to have its endpoint in volume element d3p.
Note:

• Once the wave function ψ(r, t) is known, φ(p, t) is uniquely defined though Fourier transformation. Thus, the
probability distribution of p is known.

• ψ(r, t) and φ(p, t) have the same function in representing a state in this sense, i.e., there is no priority of
ψ(r, t) over φ(p, t), ψ(r, t) is called coordinate representation of the state, while φ(p, t) is called the momentum
representation of the same state.

• Just as in coordinate representation, φ(p, t) represents a probability wave and the numerical value of φ(p, t) is
the probability amplitude at momentum p.

D. Expectation value of dynamical quantity

In 1D case we say that the operator x represents position, and the operator −i~ ∂
∂x represents momentum, in

quantum mechanics; to calculate expectation values, we sandwich the appropriate operator between ψ∗ and ψ, and
integrate

⟨x⟩ =
∫ +∞

−∞
dxψ∗ (x, t) (x)ψ (x, t)

⟨px⟩ =
∫ +∞

−∞
dxψ∗ (x, t)

(
−i~ ∂

∂x

)
ψ (x, t)

That’s cute, but what about other dynamical variables? The fact is, all such quantities can be written in terms of
position and momentum. Kinetic energy, for example, is

T =
1

2
mv2 =

p2

2m

and the angular momentum is

L = r× p

(the latter, of course, does not occur for motion in one dimension). To calculate the expectation value of any such
quantity, Q (x, p), we simply replace every p by −i~ ∂

∂x , insert the resulting operator between ψ∗ and ψ, and integrate

⟨Q (x, p)⟩ =
∫ +∞

−∞
dxψ∗ (x, t)Q

(
x,−i~ ∂

∂x

)
ψ (x, t) (3)

Extension to 3D case is straightforward.
There are two cornerstones of Quantum Mechanics: The state of motion is described by wave functions while

dynamical quantities are represented as operators. They cooperate each other into a complete theory. Thus all
physical quantities must be operatorized. The consequences of operatorization of physical quantities have profound
significance in quantum theory. We also notice the importance of cartesian coordinate in establishing operator system.
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V. SCHRÖDINGER EQUATION

A. The quest for a basic equation of quantum mechanics

Premise: The state of system is described by a wave function ψ(r, t)
Quest: Basic equation for the development of ψ(r, t)
What is the rule that ψ(r, t) must obey and what is the rule that governs the development and evolution of the

wave function?
Answer: Ingenious conjecture
Our way: Try to approach the result through a simple example - Free particle, whose wave function is already

known

ψ(r, t) = e
i
~ (p·r−Et)

We calculate the first derivatives of the wave function with respect to its variables. The equation should be of the
form of a partial differential equation

∂ψ

∂t
= − i

~
Eψ ⇒ i~

∂ψ

∂t
= Eψ

∂ψ

∂x
=
i

~
px,

∂2ψ

∂x2
= − 1

~2
p2xψ

∂ψ

∂y
=
i

~
py,

∂2ψ

∂y2
= − 1

~2
p2yψ

∂ψ

∂z
=
i

~
pz,

∂2ψ

∂z2
= − 1

~2
p2zψ

∇2ψ = − 1

~2
(p2x + p2y + p2z)ψ = −2m

~2
Eψ

We have for free particle

i~
∂

∂t
ψ = Eψ = − ~2

2m
∇2ψ

For a particle in potential V (r) we replace E in the above equation with

E =
1

2m
p2 + V (r)

and get a generalized equation

i~
∂ψ(r, t)

∂t
=

(
− ~2

2m
∇2 + V (r)

)
ψ(r, t) (4)

Usually it is written in a more compact form

i~
∂ψ(r, t)

∂t
= Ĥψ(r, t)

with the Hamiltonian operator of the system (the operator of energy of the system) defined as

Ĥ =
1

2m
p̂2 + V (x, y, z)

=
1

2m

(
p̂2x + p̂2y + p̂2z

)
+ V (x, y, z)

Equation (4) is called the Schrödinger Equation, one of the basic axioms of quantum mechanics.
We noted that:
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• The Schrödinger equation (4) is not deduced, but conjectured. Its correctness is qualified by the accordance of
results deduced from it with experimental facts.

• Notice the special role played by Cartesian coordinate system in obtaining the Hamiltonian.

• The discussion can be generalized directly to many-body system

i~
∂

∂t
ψ (r1, r2, r3, · · · ) = Ĥψ (r1, r2, r3, · · · )

Ĥ =
∑
i

1

2mi
p̂2
i + V (r1, r2, r3, · · · ) +

∑
ij

U(rij)

where U(rij) characterize the interaction between particles.

B. Probability current and probability conservation

The physical meaning of ρ(r, t) = ψ∗(r, t)ψ(r, t) is the probability density. From the Schrödinger equation (4) and
its complex conjugate

i~
∂ψ(r, t)

∂t
=

(
− ~2

2m
∇2 + V (r)

)
ψ(r, t)

−i~∂ψ
∗(r, t)

∂t
=

(
− ~2

2m
∇2 + V (r)

)
ψ∗(r, t)

we can calculate the time derivative of the probability density

i~
∂

∂t
(ψ∗(r, t)ψ(r, t)) = − ~2

2m
(ψ∗∇2ψ − ψ∇2ψ∗)

= − ~2

2m
∇ · (ψ∗∇ψ − ψ∇ψ∗)

An integration over a volume V gives

i~
d

dt

∫∫∫
V

ρ(r, t)d3r = − ~2

2m

∫∫∫
V

∇ · (ψ∗∇ψ − ψ∇ψ∗)d3r

which can be transferred into an integration over the surface s enclosed by V

i~
d

dt

∫∫∫
V

ρ(r, t)d3r = − ~2

2m

∮
s

(ψ∗∇ψ − ψ∇ψ∗) · ds

and

d

dt

∫∫∫
V

ρ(r, t)d3r+

∮
s

(
− i~
2m

)
(ψ∗∇ψ − ψ∇ψ∗) · ds = 0

Define now the current density of probability as

j =

(
− i~
2m

)
(ψ∗∇ψ − ψ∇ψ∗)

we thus arrive at the continuation equation of probability density

d

dt

∫∫∫
V

ρ(r, t)d3r+

∮
j · ds = 0

and the differential and integral equation of probability conservation

∂ρ

∂t
+∇ · j = 0

d

dt

∫∫∫
V

ρ(r, t)d3r = −
∮

j · ds
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FIG. 12: Current density of probability

FIG. 13: Conservation of probability.

This equation is telling us that the rate of change of density (the amount of a substance at a point) is equal to (-ve
of ) the gradient (grad) of the current density. If we write this in one dimension it’s perhaps a little easier to see why
this relationship is true:

∂ρ

∂t
= − ∂j

∂x

Essentially, ∂j/∂x at a point is the difference between the amount of “stuff” flowing into that point and the amount
flowing out. Since probability is conserved, if there is any difference, this must be the rate of change of the amount of
stuff at that point i.e. ∂ρ/∂t.
We take again the free particle as an example. The wave function propagating along x

ψ = ei(kx−ωt)

leads immediately to a constant probability density

ρ = 1 = const.
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j

x0

FIG. 14: Example: Free particle

The current density

j = − i~
2m

(
e−i(kx−ωt)∇ei(kx−ωt) − ei(kx−ωt)∇e−i(kx−ωt)

)
= − i~

2m
2ikx0 =

~k
m

x0 = vx0.

The velocity of classical particle v is just the current density and we have ∇ · j = 0 which is consistent with the result
∂ρ/∂t = 0.
We can extend the region of interest to the entire space. In this case the wave function ψ must go to zero in the

infinity - otherwise it would not be normalizable, so must the current j

lim
r→±∞

ψ(r, t) = 0, lim
r→±∞

j = 0

We thus have

d

dt

∫∫∫ +∞

−∞
ρ(r, t)d3r = 0

which means the conservation of total probability in the entire space.

C. Stationary Schrödinger equation

For many physical models the potential V (r) is independent of time t. In those cases the Schrödinger Equation (we
denote the time-dependent wave function by Ψ and stationary solution by ψ in the following)

i~
∂Ψ(r, t)

∂t
= − ~2

2m
∇2Ψ(r, t) + V (r)Ψ(r, t)

can be solved by the method of separation of variables (the physicist’s first line of attack on any partial differential
equation): We look for solutions that are simple products,

Ψ(r, t) = ψ(r)f(t)

where ψ(r) (lower -case) is a function of r alone, and f(t) is a function of t alone. On its face, this is an absurd
restriction, and we cannot hope to get more than a tiny subset of all solutions in this way. But hang on, because the
solutions we do obtain turn out to be of great interest. Moreover, as is typically the case with separation of variables,
we will be able at the end to patch together the separable solutions in such a way as to construct the most general
solution.
The Schrödinger Equation reads[

i~
d

dt
f(t)

]
ψ(r) =

{(
− ~2

2m
∇2 + V (r)

)
ψ(r)

}
f(t)

Or dividing through by ψ(r)f(t)

i~ d
dtf(t)

f(t)
=

(
− ~2

2m∇
2 + V (r)

)
ψ(r)

ψ(r)
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Now the left side is a function of t alone, and the right side is a function of r alone. The only way this can possibly
be true is if both sides are in fact constant - otherwise, by varying t, I could change the left side without touching the
right side, and the two would no longer be equal. The separation constant E is introduced in the process of separation
of variable and recognized to be the energy of the system. Then we have

i~
∂

∂t
f(t) = f(t)E

with solution

f(t) = e−
i
~Et

and (
− ~2

2m
∇2 + V (r)

)
ψ(r) = Eψ(r)

This is the time-independent Schrödinger Equation, or Stationary Schrödinger Equation. The natural
boundary conditions should be imposed on: first of all the wave function should be single-valued and limited. Fur-
thermore ψ(r) and its spatial derivations should be continuous (there may be exceptions in the above conditions for
some artificially simplified V (r))
The following chapters will be devoted to solving the time-independent Schrödinger equation, for a variety of simple

potentials. But before we get to that you have every right to ask:

What’s so great about separable solutions?

After all, most solutions to the (time-dependent) Schrödinger equation do not take the form ψ(r)f(t). I offer three
answers – two of them physical and one mathematical:

(i) They are stationary states. Although the wave function itself, Ψ(r, t) = ψ(r)e−
i
~Et does (obviously) depend

on t, the probability density |Ψ(r, t)|2 = |ψ(r)|2 does not - the time dependence cancels out. The same thing
happens in calculating the expectation value of any dynamical variable; Equation (3) reduces to

⟨Q (x, p)⟩ =
∫ +∞

−∞
dxψ∗ (x)Q

(
x,−i~ ∂

∂x

)
ψ (x)

Summarized in one word, stationary state is stable to all the test, i.e. the result doesn’t change with time. If a
particle is initially put in a state with energy E, it will stay there all the time, i.e.

Ψ(r, 0) = ψE(r)⇒ Ψ(r, t) = ψE(r)e
− i

~Et

and moreover

ρ(r, t) =
(
ψE(r)e

− i
~Et
)∗
ψE(r)e

− i
~Et

= ψ∗
E(r)ψE(r) = ρ(r)

j(r, t) = − i~
2m

 ψ∗
E(r)e

i
~Et∇

(
ψE(r)e

− i
~Et
)

−ψE(r)e
− i

~Et∇
(
ψ∗
E(r)e

i
~Et
) 

= − i~
2m
{ψ∗

E(r)∇ψE(r)− ψE(r)∇ψ∗
E(r)} = j (r)

⟨px⟩ =
∫∫∫ (

ψ∗
E(r)e

i
~Et
)(
−i~ ∂

∂x

)(
ψE(r)e

− i
~Et
)
d3r

=

∫∫∫
ψ∗
E(r)

(
−i~ ∂

∂x

)
ψE(r)d

3r
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Problem 5 Show that the expectation value of the velocity is equal to the time derivative of the expectation value of
position

⟨v⟩ = d ⟨x⟩
dt

And it is customary to work with momentum (p = mv)

⟨p⟩ = m
d ⟨x⟩
dt

For stationary states, every expectation value is constant in time. In particular, ⟨x⟩ is constant, and hence ⟨p⟩ = 0.
Nothing ever happens in a stationary state. (page 16 Griffiths)

(ii) They are states of definite total energy. In classical mechanics, the total energy (kinetic plus potential) is called
the Hamiltonian:

H(x, p) =
p2

2m
+ V (x)

The corresponding Hamiltonian operator, obtained by the canonical substitution p→ −i~ ∂
∂x , is therefore

Ĥ = − ~2

2m

∂2

∂x2
+ V (x)

Thus the time-independent Schrödinger equation can be written as the eigenvalue equation of operator Ĥ

Ĥψ = Eψ

which is the same as what we met in the introduction. And the expectation value of the total energy is

⟨H⟩ =
∫
ψ∗Ĥψdx = E

∫
|ψ|2 dx = E

∫
|Ψ|2 dx = E

(Notice that the normalization of Ψ entails the normalization of ψ.) Moreover,

Ĥ2ψ = Ĥ
(
Ĥψ

)
= Ĥ (Eψ) = E

(
Ĥψ

)
= E2ψ

and hence ⟨
H2
⟩
=

∫
ψ∗Ĥ2ψdx = E2

∫
|ψ|2 dx = E2

So the variance of H is

σ2
H =

⟨
H2
⟩
− ⟨H⟩2 = E2 − E2 = 0

But remember, if σ = 0, then every member of the sample must share the same value (the distribution has zero
spread). Conclusion: A separable solution has the property that every measurement of the total energy is certain
to return the value E. (That’s why I chose that letter for the separation constant.)

(iii) The general solution is a linear combination of separable solutions. As we’re about to discover, the stationary
Schrödinger equation yields an infinite collection of solutions, each with its associated value of the separation
constant

ψ1 (r) , ψ2 (r) , ψ3 (r) · · ·
E1, E2, E3 · · ·

thus there is a different wave function for each allowed energy

Ψ1 (r, t) = ψ1 (r) e
−iE1t/~,

Ψ2 (r, t) = ψ2 (r) e
−iE2t/~, · · ·
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Superposition of two or more states with different energies is not a stationary state. A much more general
solution can be constructed by a linear combination of the separable solutions

Ψ (r, t) =
∞∑

n=1

cnψn (r) e
−iEnt/~

which means essentially the principle of superposition of states. The main point is this: Once you’ve solved the
time-independent Schrödinger equation, you’re essentially done; getting from them to the general solution of
the time-dependent Schrödinger equation is simple and straightforward.

Problem 6 Introduction to QM (2ed) by Zeng Jinyan, page 47-48, 2, 3, 5 (homework2.doc)

Problem 7 Write down the stationary Schrödinger Equation in momentum representation (1D and 2D).

VI. REVIEW ON BASIC CONCEPTS IN QUANTUM MECHANICS

7 topics, 5 minutes presentation for each group

• State described by wave function

• Dynamical variables ⇒ operators

• Measurement and uncertainty principle

• Schrödinger equation

• Conservation of probability density

• Wave-particle duality

• Average value and standard deviation
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I. SQUARE POTENTIAL WELL

We consider a particle moving in a square potential well (Figure 1)

V (x) =

{
0, 0 < x < a
V0, x < 0, x > a

and in this case the stationary Schrödinger equation

− ~2

2m

d2

dx2
ψ(x) + V (x)ψ(x) = Eψ(x)

can be solved exactly.
The physics here is the one-dimensional material-wave propagation in a potential well. We will confine our discus-

sions to cases with energy E less than V0.

A. An idealized case - Infinite square potential well

First we solve the idealized model of above potential, that is when V0 → +∞, a infinite square potential well

1. Solution

For the potential

V (x) =

{
0, 0 < x < a
+∞, x < 0, x > a

it is easy to know

− ~2

2m

d2

dx2
ψ(x) = Eψ(x) for 0 < x < a

ψ(x) = 0 for x < 0, x > a

Let k2 = 2mE/~2, we have

d2

dx2
ψ(x) + k2ψ(x) = 0

⇒ ψ(x) = A sin(kx+ δ)

A and δ are two constants to be determined shortly.

2. Energy quantization

According to the natural boundary conditions, ψ(x) should be continuous at x = 0 and x = a. So

ψ(0) = ψ(a) = 0

which tells us δ = 0, and ka = nπ, with n = 1, 2, 3 · · · (because A = 0 and n = 0 give trivial, non-normalizable
solution ψ(x) = 0. Furthermore n = −1,−2,−3 · · · give nothing new since we can absorb the minus sign into A). So
the distinct solutions are

kn =
nπ

a
, with n = 1, 2, 3 · · ·

and

ψn(x) = A sin
(nπ
a
x
)
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0 a
x

V(x)

V0

FIG. 1: One dimensional square potential well.

Curiously, the boundary condition at x = a does not determine the constant A, but rather the constant k, and hence
the possible values of E:

En =
~2k2n
2m

= n2
π2~2

2ma2

In sharp contrast to the classical case, a quantum particle in the infinite square well cannot have just any old energy–
only these special allowed values. The energy of system (particle) is quantized.
Note: For infinitely high potential well, waves can’t penetrate into the forbidden regions. They are fully reflected

and standing waves is established. (Figure 2)

3. Wave function normalization

Well, how do we fix the constant A? Answer: We normalize ψ:∫ ∞

−∞
|ψn(x)|2 dx =

∫ a

0

|A|2 sin2(nπ
a
x)dx = |A|2 a

2
= 1

This only determines the magnitude of A, but it is simplest to pick the positive real root:

A =

√
2

a

(the phase of A carries no physical significance anyway). Inside the well, then, the solutions are

ψn(x) =

√
2

a
sin(

nπ

a
x), n = 1, 2, 3 · · ·

As promised, the time-independent Schrödinger equation has delivered an infinite set of solutions, one for each
integer n. The first few of these are plotted in Figure 2; they look just like the standing waves on a string of length
a. ψ1, which carries the lowest energy, is called the ground state:

E1 =
π2~2

2ma2
̸= 0

Ψ1(x, t) =

√
2

a
sin(

πx

a
) exp

(
−i π

2~
2ma2

t

)
the others, whose energies increase in proportion to n2, are called excited states.
Heisenberg uncertainly relation can be easily checked on the lowest energy state. We know the standard deviation

(uncertainty) in position space is obviously ∆x ∼ a and it is also clear ∆p ∼ ~/a from the ground state energy

E = p2/2m ∼ ~2

2ma2 . So ∆x ·∆p ∼ ~.
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n =3

n =2

 

n =1
x

V(x)

0 a

FIG. 2: First 3 wave functions and the corresponding energy levels of infinite one dimensional square potential well.

-a/2

n =3

n =2
 

n =1
x

V(x)

0 a/2

FIG. 3: First 3 wave functions and the corresponding energy levels of infinite one dimensional square potential well - shifted
coordinate system.

4. Shift of origin of coordinate

We now shift the origin of coordinate so that the potential takes the form

V (x) =

{
0, −a

2 < x < a
2

+∞, |x| > a
2

The wave function in the shifted coordinate system are

ψn(x) =

√
2

a
sin(

nπ

a
x− nπ

a

a

2
)

=

{√ 2
a cos(nπa x), for n = 1, 3, 5 · · ·√
2
a sin(nπa x), for n = 2, 4, 6 · · ·

which show a regular symmetry about the origin x = 0, called the parity. For n = 1, 3, 5 · · · , wave functions are
symmetric (even functions) about x = 0, and are said possessing even parity. For n = 2, 4, 6 · · · , wave functions are
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anti-symmetric (odd function) about x = 0, they have odd parity. There is a minus sign in the wave functions for the
1st and 2nd excited states compared with the unshifted system, which however, does not lead to big problem because
it gives a trivial phase of π.

B. Square potential well of finite depth

Now we consider the situation that the depth of the barrier is finite. We use here the shifted coordinate system.

1. Solution

The potential is now

V (x) =

{
0, −a

2 < x < a
2

V0, |x| > a
2

ψ(x) for a particle with energy E less than V0 (E < V0) differs from zero for all x values.

-a/2 x

V(x)

0 a/2

E
V

0
V

0

A B C

FIG. 4: One dimensional square potential well of finite depth.

Region A or C Region B

− ~2

2m
d2

dx2ψ(x) + V0ψ(x) = Eψ(x) − ~2

2m
d2

dx2ψ(x) + 0 · ψ(x) = Eψ(x)
d2

dx2ψ(x)− 2m
~2 (V0 − E)ψ(x) = 0 d2

dx2ψ(x) +
2mE
~2 ψ(x) = 0

2m
~2 (V0 − E) = β2 2mE

~2 = k2

d2

dx2ψ(x)− β2ψ(x) = 0 d2

dx2ψ(x) + k2ψ(x) = 0

ψ(x): exp(βx) or exp(−βx) cos(kx) or sin(kx)

Requirements of general rules on determining the correct wave functions

• Naturel boundary conditions: wave function must be limited, especially for x→ ±∞.

• The potential V (x) is symmetric about origin, the wave functions must be of definite parity.

2. Even parity case

From the continuation of wave function and its derivative (Figure 5), we have

A cos

(
ka

2

)
= B exp

(
−β a

2

)
−k
2
A sin

(
ka

2

)
= −β

2
B exp

(
−β a

2

)
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a/2−a/2

Wave function must be continuous here

Derivative of wave function must be continuous here

Be
β x

A cos kx Be
−βx

x

FIG. 5: Even parity solution.

a/2−a/2

Wave function must be continuous here

Derivative of wave function must be continuous here

β x
C sin kx

−βx

x

−De De

FIG. 6: Odd parity solution.

which gives

k

2
tan

(
ka

2

)
=
β

2
(1)

This is the limitation on wave function set by natural boundary conditions. It is actually a transcendental equation
of the form

1

2

√
2mE

~2
tan

(√
2mE

~2
a

2

)
=

1

2

√
2m(V0 − E)

~2
(2)

Since values of m, a, and V0 are given, it is a transcendental equation of E. Only E values that satisfy the above
equation can be the energy value of that particle.

3. Odd parity case

The natural boundary conditions lead to the following equations

C sin

(
ka

2

)
= D exp

(
−β a

2

)
k

2
C cos

(
ka

2

)
= −β

2
D exp

(
−β a

2

)
which gives

k

2
cot

(
ka

2

)
= −β

2
(3)

This is another limitation on wave functions set by natural boundary conditions which is equivalent to the transcen-
dental equation

1

2

√
2mE

~2
cot

(√
2mE

~2
a

2

)
= −1

2

√
2m(V0 − E)

~2
(4)

It is the equation submitted by energy values E of odd parity states.
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4. Graphical solution of the energy defining equation

The energy value E must satisfy one of the two equations

k

2
tan

(
ka

2

)
=
β

2

k

2
cot

(
ka

2

)
= −β

2

Multiplied by a, they become (
ka

2

)
tan

(
ka

2

)
=
βa

2(
ka

2

)
cot

(
ka

2

)
= −

(
βa

2

)
Let

ξ =
1

2
ka =

1

2

√
2mE

~2
a

η =
1

2
βa =

1

2

√
2m (V0 − E)

~2
a

with ξ and η larger than 0. We notice that ξ and η are not independent each other, rather, they are linked by

ξ2 + η2 =
m

2~2
V0a

2

Thus the energy defining relations can be decomposed into two set simultaneous equations

ξ tan ξ = η

ξ2 + η2 =
m

2~2
V0a

2

and

−ξ cot ξ = η

ξ2 + η2 =
m

2~2
V0a

2

For a given set of values m, V0, a, the energy E can be evaluated by finding out the intersection points of above
two sets of simultaneous equations. Group of ξ2 + η2 = m

2~2V0a
2 with different

(
V0a

2
)
values are shown in Figure 7.

Our main results are:

1. For a given potential well
(
V0a

2
)
, numbers of intersection points (bound states) are limited

value of
(

m
2~2V0a

2
) 1

2 : (0, π2 )
(
π
2 , π

) (
π, 3π2

) (
3π
2 , 2π

)
· · ·

number of intersection points: 1 2 3 4 · · ·

2. Bound states have definite parities. As the energy increases, even parity states and odd parity states appear
alternatively with the leading (lowest energy) one to be even parity.

lowest state with even parity always exist

m

2~2
V0a

2 ≥ π2

4
, i.e.V0a

2 ≥ π2~2

2m
, lowest state with odd parity can exist

m

2~2
V0a

2 ≥ π2, i.e.V0a
2 ≥ 2π2~2

m
, 1st excited state with even parity will appear

3. No odd parity bound state for δ potential well. In the symmetric finite potential well, let the width a→ 0, the
depth V0 → +∞ and keep V0a = γ =consṫant The potential becomes δ potential

V (x) = −γδ (x)

It is obviously not possible for V0a
2 to satisfy the condition for lowest state with odd parity.

Problem 1 Zen Jinyan, Textbook, page 80-84, Problem 1,3,4,12
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FIG. 7: Group of ξ2 + η2 = m
2~2 V0a

2 with differnt
(
V0a

2
)
values

II. GENERIC PROBLEM OF QUANTUM MECHANICS

A lot has happened in the last several sections, so let us recapitulate, from a somewhat different perspective. Here
is the generic problem of Quantum Mechanics.

V (x) time-independent potential

Ψ (x, 0) starting wave function

}
⇒ Ψ(x, t) for any subsequent time t

To do this you must solve

i~
∂Ψ

∂t
= − ~2

2m

∂2Ψ

∂x2
+ V (x)Ψ

Ψ (x, t) = ψ (x) f (t) = ψ (x) exp (−iEt/~)

The strategy is first to solve the stationary (time-independent) Schrödinger equation

− ~2

2m

d2ψ

dx2
+ V ψ = Eψ

this yields, in general, an infinite set of solutions

ψ1(x) ψ2(x) ψ3(x) · · ·
E1 E2 E3 · · ·

To fit Ψ (x, 0) you write down the general linear combination of these solutions

Ψ (x, 0) =
∞∑

n=1

cnψn (x)
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the miracle is that you can always match the special initial state by appropriate choice of the constants c1, c2, c3,· · · .
To construct Ψ (x, t) you simply tack to each term its characteristic time dependence exp (−iEnt/~)

Ψ (x, t) =

∞∑
n=1

cnψn (x) exp (−iEnt/~) =
∞∑

n=1

cnΨn (x, t) (5)

The separable solutions themselves

Ψn (x, t) = ψn (x) exp (−iEnt/~)

are stationary states, in the sense that all probabilities and expectation values are independent of time. This property,
however, is emphatically NOT shared by the general solution (5); the energies are different, for different stationary

states, and the exponentials do not cancel, when you calculate |Ψ(x, t)|2.

A. Properties of wave functions

In the case of the infinite square well, the solutions

ψn (x) =

√
2

a
sin
(nπx

a

)
, n = 1, 2, 3 · · ·

have some interesting and important properties:

1. They are alternately even and odd (for symmetric V (x))

2. ψn has (n− 1) nodes (zero-crossing) (universal)

3. Orthogonality (quite general)∫
ψ∗
m (x)ψn (x) dx = 0 m ̸= n

Normalization ∫
ψ∗
m (x)ψm (x) dx = 1

In fact we can combine the orthogonality and normalization into a single statement∫
ψ∗
m (x)ψn (x) dx = δmn =

{
0 if m ̸= n

1 if m = n

We say that the ψ’s are orthonormal.

4. Completeness (holds for most potentials)

Any function f(x) can be expressed as a linear combination of ψn

f(x) =
∞∑

n=1

cnψn (x) =

√
2

a

∞∑
n=1

cn sin(
nπ

a
x) (6)

We recognize that Equation (6) is nothing but the Fourier series for f(x), and the fact that ”any” function
can be expanded in this way is sometimes called Dirichlet’s theorem. The expansion coefficients cn can be
evaluated–for a given f(x)–by a method I call Fourier’s trick, which beautifully exploits the orthonormality
of {ψn (x)}: Multiply both sides of Equation (6) by ψ∗

n (x), and integrate

cn =

∫
ψ∗
n (x) f(x)dx
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Aa2/4

a x

  (x,0)

FIG. 8: The starting wave function in the example.

B. Construction of the most general solution

The stationary states of infinite square well are evidently

Ψn (x, t) =

√
2

a
sin
(nπ
a
x
)
e−i(n2π2~/2ma2)t

We claimed that the most general solution to the time dependent Schrödinger equation is a linear combination of
stationary states

Ψ (x, t) =

∞∑
n=1

cn

√
2

a
sin
(nπ
a
x
)
e−i(n2π2~/2ma2)t

(Don’t believe? Check it !) Any prescribed initial wave function Ψ (x, 0) can be expanded on {ψn (x)} by appropriate
choice of the coefficients cn

Ψ(x, 0) =
∞∑

n=1

cnψn (x) completeness

cn =

√
2

a

∫ a

0

sin(
nπ

a
x)Ψ (x, 0) dx orthonormality

Here is a procedure:

Ψ (x, 0)→ cn → Ψ(x, t)→ dynamical quantities

C. An example

A particle in the infinite square well has the initial wave function

Ψ (x, 0) = Ax(a− x), (0 ≤ x ≤ a)

outside the well Ψ = 0. Find Ψ (x, t) .
Solution: First we determine A by normalization

1 =

∫ a

0

|Ψ(x, 0)|2 dx = |A|2
∫ a

0

x2(a− x)2dx = |A|2 a
5

30

∴ A =

√
30

a5



11

cn =

√
2

a

∫ a

0

sin(
nπ

a
x)

√
30

a5
x(a− x)dx =

{
0, if n is even

8
√
15/ (nπ)

3
, if n is odd

Ψ (x, t) =

√
30

a

(
2

π

)3 ∑
n=1,3,5···

1

n3
sin(

nπ

a
x) exp

(
−in2π2~t/2ma2

)
Loosely speaking, cn tells you the “amount of ψn that is contained in Ψ”. Some people like to say that |cn|2 is

the “probability of finding the particle in the n-th stationary state”, but this is bad language; the particle is in the
state Ψ, not Ψn, and anyhow, in the laboratory you don’t “find a particle to be in a particular state” - you measure
some observable, and what you get is a number. As we will see later, what |cn|2 tells you is the probability that a

measurement of the energy would yield the value En. The sum of these probability should be 1,
∑∞

n=1 |cn|
2
= 1, and

the expectation value of the energy

⟨H⟩ =
∞∑

n=1

|cn|2En

is independent of time which is a manifestation of conservation of energy in Quantum Mechanics.
The starting wave function closely resembles the ground state ψ1. This suggests that |c1|2 should dominate, and in

fact

|c1|2 =

(
8
√
15

π3

)2

= 0.998555 · · ·

The rest of the coefficients make up the difference

∞∑
n=1

|cn|2 =

(
8
√
15

π3

)2 ∞∑
n=1,3,5···

1

n6
= 1

The expectation value of the energy in this example is

⟨H⟩ =
∞∑

n=1,3,5···

(
8
√
15

π3

)2
1

n6
n2π2~2

2ma2
=

480~2

π4ma2

∞∑
n=1,3,5···

1

n4
=

5~2

ma2

where we have used

1

16
+

1

36
+

1

56
+ · · · = π6

960

1

14
+

1

34
+

1

54
+ · · · = π4

96

As one might expect, it is very close to E1 = π2~2

2ma2 - slightly larger, because of the admixture of excited states.

Problem 2 Griffiths, page 38, 2.4, 2.5, 2.6, (for advanced exercise)

III. THE HARMONIC OSCILLATOR

The classical harmonic oscillator is governed by Hooke’s Law

F = −kx = m
d2x

dt2
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FIG. 9: Parabolic approximation (dashed curve) to an arbitrary potential, in the neighborhood of a local minimum.

where m is the mass of the particle and k is the force constant of the spring. The solution is

x(t) = A sin(ωt) +B cos(ωt)

with the frequency of oscillation ω ≡
√

k
m . The potential energy is a parabola

V (x) =
1

2
kx2.

Practically any potential is approximately parabolic, in the neighborhood of a local minimum (Figure 9). Formally,
if we expand V (x) in a Taylor series about the minimum

V (x) = V (x0) + V ′(x0)(x− x0) +
1

2
V ′′(x0)(x− x0)2 + · · ·

V (x) ∼=
1

2
V ′′(x0)(x− x0)2

which describes a simple harmonic oscillator about point x0 with an effective spring constant k = V ′′(x0). The simple
harmonic oscillator is so important: virtually any oscillatory motion is approximately simple harmonic, as long as the
amplitude is small. The quantum problem is to solve the Schrödinger equation for the potential

V (x) =
1

2
mω2x2

As we have seen, it suffices to solve the time-independent/stationary equation

− ~2

2m

d2ψ

dx2
+

1

2
mω2x2ψ = Eψ (7)

A. Algebraic method: ladder operator

To begin with, let’s rewrite Equation (7) in a more suggestive form

1

2m

[
p2 + (mωx)

2
]
ψ = Eψ

because of

p̂ ≡ ~
i

d

dx
, Ĥ =

1

2m

[
p2 + (mωx)

2
]
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1. Commutator

The idea is to factor the term in square brackets. If these were numbers, it would be easy

u2 + v2 = (iu+ v) (−iu+ v)

However, u and v are operators and do not commute

x̂p̂ ̸= p̂x̂

(If I forget the hat for operators, forgive me). Still, this does motivate us to examine the quantities

â± ≡
1√

2~mω
(∓ip̂+mωx̂)

We see that

â−â+ =
1

2~mω
(ip̂+mωx̂) (−ip̂+mωx̂)

=
1

2~mω

(
p̂2 + (mωx̂)

2 − imω (x̂p̂− p̂x̂)
)

As anticipated, there is an extra term (x̂p̂− p̂x̂) , which is called the commutator of x̂ and p̂, it is a measure of

how badly they fail to commute. In general, the commutator of operators Â and B̂ is[
Â, B̂

]
= ÂB̂ − B̂Â

In this notation,

â−â+ =
1

2~mω
[p̂2 + (mωx̂)

2
]− i

2~
[x̂, p̂] .

To figure out [x̂, p̂], we need give it a test function f(x) to act on

[x̂, p̂] f(x) = [x
~
i

d

dx
(f)− ~

i

d

dx
(xf)]

=
~
i

(
x
df

dx
− x df

dx
− f

)
= i~f (x)

Dropping the test function, which has served its purpose

[x̂, p̂] = i~

This lovely and ubiquitous result is known as the canonical commutation relation. With this,

â−â+ =
1

~ω
Ĥ +

1

2
or

Ĥ = ~ω
(
â−â+ −

1

2

)
The Hamiltonian does not factor perfectly - extra term − 1

2 . The ordering of â−â+ is important

â+â− =
1

~ω
Ĥ − 1

2

we thus have

[â−, â+] = 1

and

Ĥ = ~ω
(
â+â− +

1

2

)
The Schrödinger equation Ĥψ = Eψ for the harmonic oscillator takes the form

~ω
(
â±â∓ ±

1

2

)
ψ = Eψ
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2. Ladder operators

Now, here comes the crucial step: I claim that if Ĥψ = Eψ then

Ĥ (â+ψ) = (E + ~ω) (â+ψ)

Ĥ (â−ψ) = (E − ~ω) (â−ψ)

Proof:

Ĥ (â+ψ) = ~ω
(
â+â− +

1

2

)
(â+ψ)

= ~ω
(
â+â−â+ +

1

2
â+

)
ψ

= â+[~ω
(
â+â− +

1

2
+ 1

)
ψ]

= â+

(
Ĥ + ~ω

)
ψ = â+ (E + ~ω)ψ

= (E + ~ω) (â+ψ)

By the same token, â−ψ is a solution with energy (E − ~ω).

Ĥ (â−ψ) = (E − ~ω) (â−ψ)

Here, then, is a wonderful machine for generating new solutions, with higher and lower energies - if we could just find
one solution, to get started! We call â± ladder operators or raising/lowering operators, because they allow us
to climb up and down in energy. The ladder of states is illustrated in Figure 10.
But wait! What if I apply the lowering operator repeatedly? Eventually I’m going to reach a state with energy less

than zero, which does not exist! At some point the machine must fail. How can that happen? We know that â−ψ is
a new solution to the Schrödinger equation, but there is no guarantee that it will be normalizable–it might be zero,
or its square integral might be infinite. In practice it is the former: There occurs a “lowest rung” (let’s call it ψ0)
such that

â−ψ0 = 0

i.e

1√
2~mω

(
~
d

dx
+mωx

)
ψ0 = 0

We can use this to determine ψ0(x)

dψ0

dx
= −mω

~
xψ0∫

dψ0

ψ0
= −mω

~

∫
xdx

lnψ0 = −mω
2~

x2 + const.

ψ0 = Ae−
mω
2~ x2

The constant A is given by the normalization

1 = |A|2
∫ +∞

−∞
exp

(
−mω

~
x2
)
dx = |A|2

√
~π
mω

so

A2 =

√
mω

π~
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FIG. 10: The ladder of states for the harmonic oscillator.

and hence

ψ0 =
(mω
π~

)1/4
exp

(
−mω

2~
x2
)

(8)

To determine the energy of this state, we plug it into the Schrödinger equation

~ω
(
â+â− +

1

2

)
ψ0 = E0ψ0

and exploit the fact that â−ψ0 = 0

E0 =
1

2
~ω (9)

It is customary for harmonic oscillator that the states start with n = 0, instead of n = 1. We then apply â+ repeatedly
to generate the excited states, increasing the energy by ~ω with each step

ψn(x) = An(â+)
nψ0(x) (10)
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with

En =

(
n+

1

2

)
~ω (11)

Example: Find the first excited state of the harmonic oscillator.
Solution: Using equation (10)

ψ1(x) = A1â+ψ0(x) =
A1√
2~mω

(
−~ d

dx
+mωx

)(mω
π~

)1/4
exp

(
−mω

2~
x2
)

= A1

(mω
π~

)1/4√2mω

~
x exp

(
−mω

2~
x2
)

We can normalize it

|A1|2
√
mω

π~

(
2mω

~

)∫ +∞

−∞
x2 exp

(
−mω

~
x2
)
dx = |A1|2 = 1

We often use the following Gaussian integrals∫ ∞

0

x2n exp(−x
2

a2
)dx =

√
π
(2n)!

n!

(a
2

)2n+1

∫ ∞

0

x2n+1 exp(−x
2

a2
)dx =

n!

2
a2n+2

3. Normalization algebraically: find An

It seems not easy to get the normalization factor for ψ50. So we do it algebraically. We know that â±ψn is
proportional to ψn±1

â+ψn = cnψn+1

â−ψn = dnψn−1

but what are the proportional factors, cn and dn? First note that

• For any functions f(x) and g(x) ∫ +∞

−∞
f∗(â±g)dx =

∫ +∞

−∞
(â∓f)

∗
gdx

â∓ is the hermitian conjugate of â±. Proof:

left =
1√

2~mω

∫ +∞

−∞
f∗
(
∓~ d

dx
+mωx

)
gdx

Integration by part gives ∫
f∗
dg

dx
dx→ −

∫
g

(
df

dx

)∗

dx

so

left =
1√

2~mω

∫ +∞

−∞

[(
±~ d

dx
+mωx

)
f

]∗
gdx = right,QED

• From Schrödinger equation

~ω
(
â+â− +

1

2

)
ψn = Enψn = ~ω

(
n̂+

1

2

)
ψn

~ω
(
â−â+ −

1

2

)
ψn = Enψn = ~ω

(
n̂+ 1− 1

2

)
ψn



17

we clearly see

â+â−ψn = nψn â−â+ψn = (n+ 1)ψn

In particular ∫ +∞

−∞
(â+ψn)

∗
(â+ψn) dx = |cn|2

∫ +∞

−∞
|ψn+1|2 dx = |cn|2

=

∫ +∞

−∞
(â−â+ψn)

∗
ψndx = (n+ 1)

∫ +∞

−∞
|ψn|2 dx

= (n+ 1)

similarly ∫ +∞

−∞
(â−ψn)

∗
(â−ψn) dx = |dn|2

∫ +∞

−∞
|ψn−1|2 dx = |dn|2

=

∫ +∞

−∞
(â+â−ψn)

∗
ψndx = n

∫ +∞

−∞
|ψn|2 dx

= n

∴ â+ψn =
√
n+ 1ψn+1 â−ψn =

√
nψn−1

Thus

ψ1 = â+ψ0

ψ2 =
1√
2
â+ψ1 =

1√
2
(â+)

2
ψ0

ψ3 =
1√
3
â+ψ2 =

1√
3 · 2

(â+)
3
ψ0

· · ·

ψn =
1√
n!

(â+)
n
ψ0

(
An =

1√
n!

)
• As in the case of the infinite square well, the stationary states of the harmonic oscillator are orthogonal∫ +∞

−∞
ψ∗
mψndx = δmn

Proof: ∫ +∞

−∞
ψ∗
m (â+â−)ψndx = n

∫ +∞

−∞
ψ∗
mψndx =

∫ +∞

−∞
(â−ψm)

∗
â−ψndx

=

∫ +∞

−∞
(â+â−ψm)

∗
ψndx = m

∫ +∞

−∞
ψ∗
mψndx

Unless m = n, then
∫ +∞
−∞ ψ∗

mψndx must be zero. Orthonormality means that we can again use Fourier’s trick

to evaluate the coefficients, when we expand Ψ(x, 0) as a linear combination of stationary states, and |cn|2 is
again the probability that a measurement of the energy would yield the value En.

Example: Find the expectation value of the potential energy in the n-th state of the harmonic oscillator.
Solution: ⟨

V̂
⟩
=

⟨
1

2
mω2x̂2

⟩
=

1

2
mω2

∫ +∞

−∞
ψ∗
nx̂

2ψndx
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x̂ =

√
~

2mω
(â+ + â−)

x̂2 =
~

2mω
[â2+ + â+â− + â−â+ + â2−]

⟨
V̂
⟩
=

~ω
4

∫
ψ∗
n[â

2
+ + â+â− + â−â+ + â2−]ψndx

=
~ω
4
(n+ n+ 1) =

1

2
~ω(n+

1

2
)

=
1

2
En

B. Analytic method: differential equation

We return now to the Schrödinger equation for the harmonic oscillator

− ~2

2m

d2ψ

dx2
+

1

2
mω2x2ψ = Eψ.

Things look a little clearer if we introduce the dimensionless variable

ξ ≡
√
mω

~
x = αx;

in terms of ξ the Schrödinger equation reads

d2ψ

dξ2
=
(
ξ2 −K

)
ψ with K ≡ 2E

~ω

Our problem is to solve the differential equation, and in the process obtain the allowed values of K (or E).
To begin with, note the behavior of ψ at ξ → ±∞. We are only interested in the bound states, i.e., limξ→±∞ ψ (ξ)→

0.

d2ψ

dξ2
≈ ξ2ψ

ψ (ξ) ≈ A exp(−ξ
2

2
) +B exp(

ξ2

2
)

The physically acceptable solutions, then, have the asymptotic form

ψ (ξ)→ () exp(−ξ
2

2
) at large ξ

We define

ψ (ξ) = exp(−ξ
2

2
)h(ξ)

where h(ξ) should have a simpler functional form than ψ (ξ). Differentiating ψ (ξ)

dψ

dξ
=

(
dh

dξ
− ξh

)
exp(−ξ

2

2
)

d2ψ

dξ2
=

(
d2h

dξ2
− 2ξ

dh

dξ
+
(
ξ2 − 1

)
h

)
exp(−ξ

2

2
)

Schrödinger Equation becomes Hermite equation

d2h

dξ2
− 2ξ

dh

dξ
+ (K − 1)h = 0 (12)
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We look for solutions in the form of power series in ξ, i.e. solutions by method of Frobenius method

h(ξ) =

∞∑
j=0

ajξ
j = a0 + a1ξ + a2ξ

2 + · · ·

dh

dξ
=

∞∑
j=0

jajξ
j−1 = a1 + 2a2ξ + 3a3ξ

2 + · · ·

d2h

dξ2
=

∞∑
j=0

j (j − 1) ajξ
j−2 =

∞∑
j=0

(j + 1) (j + 2) aj+2ξ
j

= 2a2 + 2 · 3a3ξ + 3 · 4a4ξ2 + · · ·

Putting these into equation (12), we find

∞∑
j=0

[(j + 1) (j + 2) aj+2 − 2jaj + (K − 1)aj ]ξ
j = 0

It follows that the coefficients satisfy the recursion formula

aj+2 =
2j + 1−K

(j + 1) (j + 2)
aj . (13)

Starting with a0, it generate all the even-numbered coefficients

a2 =
1−K

2
a0, a4 =

5−K
12

a2 =
(1−K) (5−K)

24
a0, · · ·

and starting with a1, it generate all the odd-numbered coefficients

a3 =
3−K

6
a1, a5 =

7−K
20

a3 =
(3−K) (7−K)

120
a1, · · ·

The complete solution is written as

h(ξ) = heven(ξ) + hodd(ξ)

heven(ξ) = a0 + a2ξ
2 + a4ξ

4 + · · ·
hodd(ξ) = a1ξ + a3ξ

3 + a5ξ
5 + · · ·

where two free parameters a0 and a1 are just what we would expect for a second-order differential equation.
However, not all the solution so obtained are normalizable. For at very large j, the recursion formula becomes

aj+2 ≈
2

j
aj

1)

j = 2m
a2m+2

a2m
=

2

2m
=

1

m

which are the same coefficients as eξ
2

in Taylor series

eξ
2

=

∞∑
m=0

ξ2m

m!
= 1 + ξ2 +

ξ4

2
+
ξ6

6
+
ξ8

24
+ · · ·

|ξ| → ∞ heven(ξ) ∼ eξ
2
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2)

j = 2m+ 1 similarly hodd(ξ) ∼ ξ eξ
2

We have

ψ(ξ) ∼
{
e−ξ2/2heven(ξ) ∼ eξ

2/2

e−ξ2/2hodd(ξ) ∼ ξeξ2/2
diverges at |ξ| → ∞

This is precisely the asymptotic behavior we didn’t want. The series must be terminated. There must occur some
”highest” j (call it n), such that the recursion formula spits out an+2 = 0. Then, equation (13) requires that

K = 2n+ 1, n = 0, 1, 2, · · · (14)

(This will truncate either the series heven or hodd; the other one must be zero from the start

a1 = 0 if n is even

a0 = 0 if n is odd

or remains infinite series which should be discarded.)

an ̸= 0, an+2 = an+4 = · · · = 0

In each case, we find a solution Hn(ξ).

1. Discussion on the energy quantization

The energy must be (referring to equation (14))

E =

(
n+

1

2

)
~ω, n = 0, 1, 2, · · ·

Thus we recover, by a completely different method, the fundamental quantization condition we found algebraically in
equation (11). The levels in harmonic oscillator are equally distributed.
The Schrödinger equation has solutions for any value of E but almost all of these solutions blow up exponentially

at large x, and hence are not normalizable. Figure shows the solutions for 3 different values of E. It is clear that only
the solution corresponding to E = 0.5~ω is physically acceptable and hence survives.

2. Discussion on the wave function

aj+2 =
−2(n− j)

(j + 1)(j + 2)
aj

• if n = 0 there is only one term in the series (we must pick a1 = 0 to kill hodd, and j = 0 yields a2 = 0)

h0(ξ) = a0

hence

ψ0(ξ) = a0e
−ξ2/2

• if n = 1 we take a0 = 0, and j = 1 yields a3 = 0

h1(ξ) = a1ξ

hence

ψ1(ξ) = a1ξe
−ξ2/2
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FIG. 11: Solutions to the Schrödinger equation for E = 0.49~ω, 0.5~ω, and 0.51~ω.

• if n = 2 j = 0 yields a2 = −2a0 , j = 2 yields a4 = 0

h2(ξ) = a0(1− 2ξ2)

hence

ψ2(ξ) = a0(1− 2ξ2)e−ξ2/2

and so on

In general, hn(ξ) will be a polynomial of degree n in ξ, involving even powers only, if n is an even integer, and
odd powers only, if n is an odd integer. Apart from the overall factor (a0 or a1) they are the so-called Hermite
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polynomials, Hn(ξ). The first few of them are listed here

H0(ξ) = 1

H1(ξ) = 2ξ

H2(ξ) = 4ξ2 − 2

H3(ξ) = 8ξ3 − 12ξ

...

By tradition, the arbitrary multiplicative factor is chosen so that the coefficient of the highest power of is 2n. The
orthonormality and recursion formula of Hn(ξ) are∫ +∞

−∞
Hm(ξ)Hn(ξ)e

−ξ2dξ =
√
π2n · n!δmn

Hn+1(ξ)− 2ξHn(ξ) + 2nHn−1(ξ) = 0

∂Hn(ξ)

∂ξ
= 2nHn−1(ξ)

With this polynomials, the stationary states for the harmonic oscillator are

ψn(x) = Nne
− 1

2α
2x2

Hn(αx)

We normalize it by ∫ +∞

−∞
ψ∗
m(x)ψn(x)dx = δmn,

and find

Nn =
( α

π1/22nn!

)1/2
=

(
1

2nn!

)1/2 (mω
π~

)1/4
Therefore

ψn(x) =

(
1

2nn!

)1/2 (mω
π~

)1/4
exp

(
−mω

2~
x2
)
Hn(

√
mω

~
x)

We see that the potential is symmetric about x = 0, so the wave functions have either even or odd parity.

ψn(−x) = (−1)nψn(x)

The ground state with E0 = 1
2~ω is easily identified

ψ0 =
(mω
π~

)1/4
exp

(
−mω

2~
x2
)

which is the same as what we have got by algebraic method equation (8).
In Figure 12 I have plotted ψn(x) for the first few n’s. The quantum oscillator is strikingly different from its

classical counterpart – not only are the energies quantized, but the position distributions have some bizarre features.
For instance, the probability of finding the particle outside the classically allowed range (that is, with x greater than
the classical amplitude for the energy in question) is not zero (see the following example), and in all odd states the
probability of finding the particle at the center of the potential well is zero. Only at relatively large n do we begin
to see some resemblance to the classical case. In Figure 13 I have superimposed the classical position distribution on
the quantum one (for n = 100); if you smoothed out the bumps in the latter, the two would fit pretty well (however,
in the classical case we are talking about the distribution of positions over time for one oscillator, whereas in the
quantum case we are talking about the distribution over an ensemble of identically-prepared systems).
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FIG. 12: The first four stationary states of the harmonic oscillator.

FIG. 13: Graph of |ψ100|2 with the classical distribution (dashed curve) superimposed.

Example: In the ground state of the harmonic oscillator, what is the probability of finding the particle outside the
classically allowed region?
Solution: Classically allowed region extends out to

1

2
mω2x20 = E0 =

1

2
~ω

or

x0 =

√
~
mω

so ξ0 = 1 where the velocity of the particle is zero. Quantum mechanics tells us the probability of finding the particle
outside the classically allowed region is

(

∫ ∞

1

e−ξ2dξ)/(

∫ ∞

0

e−ξ2dξ) ≃ 15.7%
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Problem 3 Griffiths, page 86, 2.41

Problem 4 Zeng Jinyan, Textbook, page 80-84, 8,9,11

IV. THE FREE PARTICLE: REVISITED

We turn next to what should have been the simplest case of all: the free particle [V (x) = 0 everywhere]. Classically
this would just mean motion at constant velocity, but in quantum mechanics, the free particle is in fact a surprisingly
subtle and tricky example. The time-independent Schrödinger equation reads

− ~2

2m

d2ψ

dx2
= Eψ

or

d2ψ

dx2
= −k2ψ, k ≡

√
2mE

~2

As in the infinite potential well,

ψ(x) = Aeikx +Be−ikx

We have no boundary condition to restrict E, free particle thus can carry any (positive) energy. Tacking on the
standard time dependence, exp(−iEt/~), we have

Ψ(x, t) = Aeik(x−
~k
2m t) +Be−ik(x+ ~k

2m t)

The first term in the above equation represents a wave traveling to the right, and the second term represents a wave
(of the same energy) going to the left. By the way, since they only differ by the sign in front of k, we might as well
write

Ψk(x, t) = Aeik(x−
~k
2m t)

and let k runs from negative to positive

k ≡ ±
√

2mE

~2
,

{
k > 0⇒ traveling to the right

k < 0⇒ traveling to the left

The “stationary states” of the free particle are propagating waves with wave length λ = 2π/|k|, momentum p⃗ = ~k⃗.
The speed of these waves (the coefficient of t over that of x)

vquantum =
~|k|
2m

=

√
E

2m

On the other hand, the classical speed of a free particle with energy E is given by E = 1
2mv

2 (pure kinetic, since
V = 0)

vclassical =

√
2E

m
= 2vquantum

Evidently the quantum mechanical wave function travels at half the speed of the particle it is supposed to represent!
We’ll return to this paradox in a moment – there is an even more serious problem we need to confront first: This
wave function Ψk(x, t) is not normalizable

∫ +∞

−∞
Ψ∗

kΨkdx = |A|2
∫ +∞

−∞
dx = |A|2∞
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FIG. 14: Graph of |Ψ(x, t)|2 at t = 0 (the rectangle) and at t = ma2/~ (the curve).

The separable solutions do not represent physically realizable states: There is no such thing as a free particle with a
definite energy. They play a mathematical role that is entirely independent of their physical interpretation.
The general solution to the time-dependent Schrödinger equation is still a linear combination of separable solutions

(only this time it’s an integral over the continuous variable k, instead of a sum over the discrete index n)

Ψ(x, t) =
1√
2π

∫ +∞

−∞
ϕ(k)eik(x−

~k
2m t)dk (15)

cn ↔
1√
2π
ϕ(k)dk

Now this wave function can be normalized (for appropriate ϕ(k)). But it necessarily carries a range of k’s, and hence
a range of energies and speeds. We call it a wave packet.
Generic quantum problem

Ψ(x, 0)→ Ψ(x, t)

For infinite potential well

Ψ(x, 0) =
∞∑

n=1

cnψn(x),

cn =

√
2

a

∫ a

0

sin(
nπ

a
x)Ψ(x, 0)dx

For free particle

Ψ(x, 0) =
1√
2π

∫ +∞

−∞
ϕ(k)eikxdk

ϕ(k) =
1√
2π

∫ +∞

−∞
Ψ(x, 0)e−ikxdx

Example: A free particle, initially localized in [−a, a] is released at time t = 0

Ψ(x, 0) =

{
A, − a < x < a

0, otherwise

A and a are positive real constant. Find Ψ(x, t)
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Solution: Normalize Ψ(x, 0), A = 1/
√
2a

ϕ(k) =
1√
2π

1√
2a

∫ a

−a

e−ikxdx

=
1

2
√
πa

e−ikx

−ik
|a−a=

1

k
√
πa

(
eika − e−ika

2i
)

=
1√
πa

sin(ka)

k

Finally, we plug this back into equation (15)

Ψ(x, t) =
1

π
√
2a

∫ +∞

−∞

sin(ka)

k
ei(kx−

~k
2m t)dk

Numerical integration gives figure 14.
It is illuminating to explore the two limiting cases

• In the limiting case a→ 0, we use the small angle approximation

ϕ(k) =
1√
πa

sin(ka)

k
≈ 1√

πa
a =

√
a

π

it is flat. This is an example of uncertainty principle: if the spread in position is small, the spread in momentum
must be large. (Figure 15)

• At the other extreme a→∞, the spread in position is broad

ϕ(k) =

√
a

π

sin(ka)

ka

it is a sharp spike about k = 0. (Figure 16)

I return now to the paradox noted earlier–the fact that the separable solution Ψk(x, t) travels at the ”wrong” speed
for the particle it ostensibly represents. The essential idea is this: A wave packet is a sinusoidal function whose
amplitude is modulated by (Figure 17); it consists of “ripples” contained within an “envelope”. What corresponds to
the particle velocity is not the speed of the individual ripples (the so-called phase velocity vp), but rather the speed
of the envelope (the group velocity vg)– which, depending on the nature of the waves, can be greater than, less than,
or equal to the velocity of the ripples that go to make it up. What I need to show is that for the wave function of a
free particle in quantum mechanics the group velocity is twice the phase velocity–just right to represent the classical
particle speed.

vquantum − phase velocity
vclassical − group velocity

For a monochromatic plane wave,

Ψk(x, t) = Aei(kx−ωt)

the phase plane is given by

kx− ωt = constant

The velocity is the phase velocity vp = ω
k . The problem, then, is to determine the group velocity of a wave packet

with the

Ψ(x, t) =
1√
2π

∫ +∞

−∞
ϕ(k)ei(kx−ωt)dk

The discussion here applies to all kinds of dispersion relation - the formula for ω as a function of k.
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FIG. 15: For small a, graphs of Ψ(x, 0) and ϕ(k).

The center of the wave packet is determined by taking the extreme value of the phase angle φ = kx− ωt
∂φ

∂k
= 0 → x− (

dω

dk
)t = 0

So the center of the wave packet is at

x = xc = (
dω

dk
)t

its velocity is called the group velocity

vg =
dx

dt
=
dω

dk

In the case of free particle ω = ~k2

2m , so

vg =
~k
m

vp =
~k
2m

vg = 2vp

vg is twice as great as vp. This confirms that it is the group velocity of the wave packet, not the phase velocity of the
stationary states, that matches the classical particle velocity

vclassical = vgroup = 2vquantum = 2vphase
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FIG. 16: For large a, graphs of Ψ(x, 0) and ϕ(k).

FIG. 17: A wave packet. The “envelop” travels at the group velocity; the “ripples” travel at the phase velocity.
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FIG. 18: Barrier penetration model for alpha decay.

Problem 5 Griffiths, page 67, 2.22. page 86, 2.43

V. PENETRATION OF POTENTIAL BARRIER

According to classical physics, a particle of energy E less than the height V0 of a barrier could not penetrate -
the region inside the barrier is classically forbidden. But the wave function associated with a free particle must be
continuous at the barrier and will show an exponential decay inside the barrier. The wave function must also be
continuous on the far side of the barrier, so there is a finite probability that the particle will tunnel through the
barrier.

A. Case I: Barrier penetration E < V0

Composed of two protons and two neutrons, the alpha particle is a nucleus of the element helium. As a typical
1D scattering problem, alpha particle emission is modeled as a barrier penetration process. Suppose a particle with
energy E < V0 approaches the barrier

V (x) =

{
V0, 0 < x < a

0, x < 0, x > a

from the left along the positive x-axis, it is described by a free particle wave function. The Schrödinger equation

− ~2

2m

d2

dx2
ψ(x) + V (x)ψ(x) = Eψ(x)

has different solutions in different regions. Outside the barrier, the solution is

ψ(x) ∼ e±ikx, k =
√
2mE/~

For x < 0, we have the incident wave and reflected wave, while for x > a we only have the transmitted wave.

ψ(x) =

{
eikx +Re−ikx, x < 0

Seikx, x > a
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FIG. 19: Scattering from a potential barrier.

We define the current density of probability for the incoming wave function

ji =
−i~
2m

(
e−ikx ∂

∂x
eikx − c.c.

)
=

~k
m

= v

while for the reflected wave and the transmitted wave

jr = |R|2 v
jt = |S|2 v

Therefore the reflection coefficient and transmission coefficient are

jr/ji = |R|2

jt/ji = |S|2

Inside the barrier, i.e. in the classically forbidden region 0 < x < a, the solution is

ψ(x) = Aeαx +Be−αx

with

α =

√
2m (V0 − E)

~
(16)

1. Boundary conditions

There are four boundary conditions: continuity of ψ(x) and ψ′(x) at 0 says

1 +R = A+B

ik − ikR = αA− αB

continuity of ψ(x) and ψ′(x) at a gives

Aeαa +Be−αa = Seika

αAeαa − αBe−αa = ikSeika

We can solve the equations for A,B,R, S as following

1 +R = A+B

ik

α
(1−R) = A−B
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A =
1

2

(
1 +

ik

α

)
+

1

2

(
1− ik

α

)
R

B =
1

2

(
1− ik

α

)
+

1

2

(
1 +

ik

α

)
R

Aeαa +Be−αa = Seika

Aeαa −Be−αa =
ik

α
Seika

A =
1

2

(
1 +

ik

α

)
Seikae−αa

B =
1

2

(
1− ik

α

)
Seikaeαa

we thus have (
1 +

ik

α

)
+

(
1− ik

α

)
R =

(
1 +

ik

α

)
Seikae−αa(

1− ik

α

)
+

(
1 +

ik

α

)
R =

(
1− ik

α

)
Seikaeαa

1 +
1− ik/α
1 + ik/α

R = Seikae−αa

1 +
1 + ik/α

1− ik/α
R = Seikaeαa

The equation for transmission amplitude S is

Seikae−αa − 1

Seikaeαa − 1
=

(
1− ik/α
1 + ik/α

)2

Seikae−αa − 1 = Seikaeαa
(
1− ik/α
1 + ik/α

)2

−
(
1− ik/α
1 + ik/α

)2

Seika =
1−

(
1−ik/α
1+ik/α

)2
e−αa − eαa

(
1−ik/α
1+ik/α

)2 =
(1 + ik/α)

2 − (1− ik/α)2

e−αa (1 + ik/α)
2 − eαa (1− ik/α)2

=
−4ik/α

eαa (1− 2ik/α− k2/α2)− e−αa (1 + 2ik/α− k2/α2)

=
−4ik/α

(eαa − e−αa) (1− k2/α2)− 2ik/α (eαa + e−αa)

=
−2ik/α

(1− k2/α2) sinhαa− 2ik/α coshαa

=
−2ikα

(α2 − k2) sinhαa− 2ikα coshαa

The transmission coefficient is

T = |S|2 =
4k2α2

(α2 − k2)2 sinh2 αa+ 4k2α2 cosh2 αa

=
4k2α2

(α2 + k2)
2
sinh2 αa+ 4k2α2
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where we have used

cosh2 x− sinh2 x = 1

Inserting α =
√

2m (V0 − E)/~ and k =
√
2mE/~, we can express T in a standard form

T−1 = 1 +

(
α2 + k2

)2
4k2α2

sinh2 αa

T−1 = 1 +
V 2
0

4E (V0 − E)
sinh2

(a
~
√
2m (V0 − E)

)
(17)

In this case E < V0, classically the particle can not penetrate through the barrier - it will be reflected completely.
Quantum mechanics tells us that the particle has a probability to go through the barrier, the transmission coefficient
is nonzero. The process by which a particle can penetrate a classically forbidden region of space is called Quantum
Tunnelling (or Tunneling) Effect.

For very high and wide barrier, i.e., suppose that αa =
√

2m(V0−E)
~2 a≫ 1, we have

sinhαa =
1

2

(
eαa − e−αa

)
=

1

2
eαa ≫ 1.

The transmission coefficient becomes

T =
4k2α2

(α2 + k2)
2 1

4e
2αa

=
16k2α2

(α2 + k2)
2 e

−2αa ∼ e−2αa = exp

(
−2
√

2m (V0 − E)

~2
a

)

It depends on the mass of the particle m, the barrier width a, and the barrier height V0 sensitively. Gamow explained
the alpha decay phenomena by means of quantum tunneling effect (See Figure (18)). It is easy to generalize our
calculation to more complicated potential, the transmission coefficient, i.e., the ratio of probability current density of
transmitted wave to that of incident wave, is

T = exp

(
−2

~

∫ b

a

√
2m (V (x)− E)dx

)

B. Case II: Barrier penetration E > V0

In the case of E > V0, we need to modify the definition (16) into

α =

√
2m (V0 − E)

~
= ik′

k′ =

√
2m (E − V0)

~

so that

sinhαa = sinh ik′a = i sin k′a

Correspondingly, we have (note k′ ≤ k)

T =
4k2k′2

(k2 − k′2)2 sin2 k′a+ 4k2k′2

T−1 = 1 +
V 2
0

4E (E − V0)
sin2

(a
~
√
2m (E − V0)

)
(18)
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FIG. 20: Transmission coefficient as a function of energy.

C. Case III: Bound states in finite potential well −V0 < E < 0

This is what we have learnt in Section V where we should define now β =

√
2m(E+V0)

~ .

D. Case IV: Scattering from square well −V0 < 0 < E

A potential well can scatter the particle and there is a finite probability for the particle to be reflected by the
potential well. This can not be understood in classical physics. In this case we simply change V0 to −V0 and

k′ =

√
2m (E + V0)

~
≥ k =

√
2mE

~
.

The transmission coefficient is

T−1 = 1 +
V 2
0

4E (E + V0)
sin2

(a
~
√
2m (E + V0)

)
(19)

It is clearly seen that for V0 = 0, i.e., k = k′, then T = 1, we have the perfect transmission as expected. But for
V0 ̸= 0 we generally have T < 1. This is essentially a quantum effect. For given potential well, the transmission
coefficient depends on the energy of the incoming particle as shown in Figure 20. Notice that T = 1 (the well becomes
transparent) whenever the sine is zero, which is to say, when

a

~
√
2m (En + V0) = nπ

where n is an integer. The energies for perfect transmission, then, are given by

En = −V0 +
n2π2~2

2ma2

which happen to be precisely the allowed energies for the infinite square well. The discussion about resonant trans-
mission here applies to Case II equally.
We summarize this section in Figure 21.

Problem 6 Zeng Jinyan, Textbook, page, 80-84, 5, 10

VI. THE δ-FUNCTION POTENTIAL

A. Bound states and scattering states

We have encountered two very different kinds of solutions to the time-independent Schrödinger equation:
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FIG. 21: Barrier or well penetration: Transmission coefficients.

infinite square well

harmonic oscillator
normalizable discrete index n

physically

realizable states

general solution

sum over n

free paticle non-normalizable continuous variable k non-realizable integral over k

In classical mechanics a one-dimensional time-independent potential can give rise to two rather different kinds of
motion. If V (x) rises higher than E on either side (Figure 22a), then the particle is ”stuck” in the potential well–it
rocks back and forth between the turning points, but it cannot escape. We call this a bound state. If, on the other
hand, E exceeds V (x) on one side (or both), then the particle comes in from ”infinity”, slows down or speeds up under
the influence of the potential, and returns to infinity (Figure 22b). We call this a scattering state. Some potentials
admit only bound states (the harmonic oscillator, infinite square well); some allow only scattering states (a potential
barrier, free particle); some permit both kinds, depending on the energy of the particle (finite square well, δ-function
potential well).
As you have probably guessed, the two kinds of solutions to the Schrödinger equation correspond precisely to bound

and scattering states. The distinction is even cleaner in the quantum domain, because the phenomenon of tunneling
allows the particle to ”leak” through any finite potential barrier, so the only thing that matters is the potential at
infinity

E < V (−∞) and V (+∞) bound state

E > V (−∞) or V (+∞) scattering state

In the case of a cubic potential (Figure 22c), the classical bound state has got a finite lifetime (the eigenenergy is
E = E0 + iΓ) because of the tunneling through the barrier and quantum mechanically it is a scattering state (though
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FIG. 22: (a) A bound state. (b) Scattering states. (c) A classical bound state, but a quantum scattering state.

we sometimes still call it a bound state).

B. From square potential to δ-potential

Basically the square potential well or barrier is some kind of idealization of practical potentials. We can further
squeeze the width of the well/barrier to very small and depth to very high.

square well
depth → −∞
width→ 0

V (x) = −V0δ(x− a)

square barrier
depth → +∞
width→ 0

V (x) = V0δ(x− a)

The Dirac delta function, δ(x), is defined informally as follows:

δ(x) =

{
0, if x ̸= 0

∞, if x = 0

It is an infinitely high, infinitesimally narrow spike at the origin, whose area is 1. In particular∫ +∞

−∞
f(x)δ(x− a)dx = f(a). (20)

That’s the most important property of the delta function: Under the integral sign it serves to “pick out” the value of
f(x) at the point a.
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What happens in a δ-potential (e.g. potential well)? Let’s consider a potential of the form

V (x) = −V0δ(x− a)

The Schrödinger equation reads

− ~2

2m

d2

dx2
ψ(x)− V0δ(x− a)ψ(x) = Eψ(x)

d2

dx2
ψ(x) = −2m

~2
(V0δ(x− a) + E)ψ(x)

We integrate on both sides in a small range of x near a, in which case we can safely drop E because V goes to infinite
here ∫ a+ϵ

a−ϵ

ψ′′(x)dx =

∫ a+ϵ

a−ϵ

(
−2m

~2
V0δ(x− a)ψ(x)

)
dx

Use equation (20) we have

ψ′(a+ ϵ)− ψ′(a− ϵ) = −2mV0
~2

ψ(a) (21)

Thus there is a sudden change in the derivative of the wave function.
On the other hand the wave function is continuous at a

ψ(a+ ϵ)− ψ(a− ϵ) =
∫ a+ϵ

a−ϵ

ψ′(x)dx =

∫ a

a−ϵ

ψ′(a− ϵ)dx+

∫ a+ϵ

a

ψ′(a+ ϵ)dx

= ψ′(a− ϵ) · ϵ+ ψ′(a+ ϵ) · ϵ =
ϵ→0

0

We notice that the boundary conditions in the δ-potential model are

1. ψ is always continuous, and

2. dψ/dx is continuous except at points where the potential is infinite.

Introduction of δ-potential ⇒ two interfaces combined into one ⇒ greatly simplified the mathematical procedure
⇒ more easily to be handled ⇒ on the other hand, the information provided by this model is also limited
The Schrödinger equation for the δ-function well yields both bound states E < 0 and scattering states E > 0.

C. Bound states in δ potential well (E < 0)

The equation is now

− ~2

2m

d2

dx2
ψ(x) + V (x)ψ(x) = Eψ(x)

where V (x) = −V0δ(x) and E < 0. In the region x ̸= 0

− ~2

2m

d2

dx2
ψ(x) = Eψ(x)

d2

dx2
ψ(x)−

(
−2mE

~2

)
ψ(x) = 0

We definite the parameter α =
√

−2mE
~2 , so the wave function can be ψ(x) ∼ exp(αx) or exp(−ax)

x < 0, ψ(x) = A exp(αx)

x > 0, ψ(x) = B exp(−αx)
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FIG. 23: Bound states in δ potential well (E < 0).

The boundary conditions say

A = B

−αB − αA = −2mV0
~2

A

which gives α = mV0

~2 , i.e.

−2mE

~2
=
m2V 2

0

~4

The energy may only take the value

E = −mV
2
0

2~2
(22)

The wave function

ψ(x) =

{
A exp(αx), for x < 0

A exp(−αx), for x > 0

Finally we normalize ψ ∫ +∞

−∞
|ψ(x)|2dx = |A|2

(∫ 0

−∞
e2αxdx+

∫ +∞

0

e−2αxdx

)
= 2|A|2

∫ +∞

0

e−2αxdx =
|A|2

α
= 1

so

A =
√
α
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FIG. 24: Scattering states on δ potential well (E > 0).

Evidently the delta function well, regardless of its ”strength” V0, has exactly one bound state

ψ(x) =

√
mV0
~

exp(−mV0 |x| /~2) (23)

which is illustrated in Figure 23. We notice that ψ(−x) = ψ(x), thus the wave function has even parity. This also
excludes the odd parity bound states for delta function potential well.

D. Scattering states in δ-potential well (E > 0)

What about scattering states, with E > 0? The general solution for x < 0 is

ψ(x) = Aeikx +Be−ikx

where k =
√

2mE
~2 is real and positive. For x > 0, we have

ψ(x) = Feikx

The boundary conditions that ψ is always continuous while dψ/dx has a jump at x = 0 require that

A+B = F

and

dψ

dx
|+ = ikF,

dψ

dx
|− = ik(A−B)

ψ′(ϵ)− ψ′(−ϵ) = dψ

dx
|+ −

dψ

dx
|− = −2mV0

~2
ψ(0)

which means

ik(F −A+B) = −2mV0
~2

F

F −A = iβF

where we have defined β = mV0

~2k . Finally

F =
1

1− iβ
A

B =
iβ

1− iβ
A
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FIG. 25: δ potential barrier.

The reflection and transmission coefficients are

R =
|B|2

|A|2
=

β2

1 + β2

T =
|F |2

|A|2
=

1

1 + β2

Clearly R+ T = 1. In terms of the original variables, we have

R =
1

1 + 2~2E/mV 2
0

T =
1

1 +mV 2
0 /2~2E

Obviously the higher the energy, the greater the probability of transmission.
The scattering wave functions are not normalizable, so they don’t actually represent possible particle states. The

solution lies in that we must construct normalizable linear combination of the stationary states, i.e., wave packets,
just as we did for the free particles. Tunneling of wave packets through a potential barrier is known as the Hartman
effect. Many numerical simulations can be found on the web.

E. δ-function barrier

As long as we’ve got the relevant equations on the table, let’s look briefly at the case of a delta-function barrier

V (x) = V0δ(x− a).

Formally, all we have to do is change the sign of V0. This kills the bound state, of course. On the other hand, the
reflection and transmission coefficients, which depend only on V 2

0 , are unchanged. Strange to say, the particle is just
as likely to pass through the barrier as to cross over the well!

Problem 7 Griffiths, page 87, 2.44

VII. SUMMARY ON PART II

In very few cases, we can solve the stationary Schrödinger equation exactly and some examples are given in this
part.
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• Square potential well of width a: eigenvalues

En =
n2π2~2

2ma2

inside the well, wavefunction has definite parity

ψn(x) =

{√ 2
a cos(nπa x), for n = 1, 3, 5 · · ·√
2
a sin(nπa x), for n = 2, 4, 6 · · ·

• Simple harmonic oscillator: eigenvalues

En =

(
n+

1

2

)
~ω

wavefunction

ψn(x) =

(
1

2nn!

)1/2 (mω
π~

)1/4
exp

(
−mω

2~
x2
)
Hn(

√
mω

~
x)

• Penetration of potential barrier of width a: transmission coefficient

T ∼ exp

(
−2
√

2m (V0 − E)

~2
a

)

• δ function potential: only one bound state

ψ(x) =

√
mV0
~

exp(−mV0 |x| /~2)

transmission coefficient for δ function potential barrier

T =
1

1 +mV 2
0 /2~2E

For finite square potential, one usually can find the graphical solution. The basic procedure in solving the one
dimensional potential is: assume reasonable solutions in different regions and connect them through boundary condi-
tions, i.e., the wavefunctions ψ is always continuous, and dψ/dx is continuous except at points where the potential is
infinite. There exists a jump there

ψ′(a+ ϵ)− ψ′(a− ϵ) = −2mV0
~2

ψ(a).

The generic problem of quantum mechanics is: Given the time-independent potential V (x) and the initial wave
function Ψ (x, 0), find Ψ (x, t) for any subsequent time t. We first solve the stationary (time-independent) Schrödinger
equation

− ~2

2m

d2ψ

dx2
+ V ψ = Eψ

which yields, in general, an infinite set of solutions

ψ1(x) ψ2(x) ψ3(x) · · ·
E1 E2 E3 · · ·

We then fit Ψ (x, 0) by writing down the general linear combination of these solutions

Ψ (x, 0) =
∞∑

n=1

cnψn (x)
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and match the special initial state by appropriate choice of the constants c1, c2, c3,· · · . The general solution is given
by simply attaching the time evolution factor

Ψ (x, t) =
∞∑

n=1

cnψn (x) exp (−iEnt/~)

which solve the time-dependent Schrödinger equation

i~
∂Ψ

∂t
= − ~2

2m

∂2Ψ

∂x2
+ V (x)Ψ.
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We introduce in this part operators for dynamical variables such as coordinate, momentum, etc.
Especially we deal with the angular momentum operator, and then find the quantized energy levels
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I. OPERATOR REPRESENTING PHYSICAL QUANTITIES

A. Operators

By dynamical variables we mean physical quantities that we are familiar in classical mechanics (Newtonian Mechan-
ics), such as coordinate, momentum, energy, orbital angular momentum, etc. The states of microsystems have been
proved to be wave motions and are described by wave functions Ψ. What are the fate of these physical quantities?

• The formalism of wave function system and its statistical interpretation will inevitably lead to statistical an-
swers on the information of physical quantities, such as probability distributions, expectation values, standard
deviations, etc.

• The expectation values of coordinates and momenta have been deduced and are expressed as

⟨x⟩ =
∫∫∫

ψ∗ (x, y, z)xψ (x, y, z) dxdydz,

⟨px⟩ =
∫∫∫

ϕ∗ (px, py, pz) pxϕ (px, py, pz) dpxdpydpz

=

∫∫∫
ψ∗ (x, y, z)

(
−i~ ∂

∂x

)
ψ (x, y, z) dxdydz.

Thus, the idea of operators are introduced. The operator is a mathematical symbol to represent certain math-
ematical operation. If we want to know the expectation value of a physical quantity, we substitute the cor-
responding differential operator into the expression of expectation values. The operators of coordinate and
momentum are

x̂ = x, p̂x = −i~ ∂

∂x
,

respectively.

• Generalization: For any physical quantity F , called dynamical variable, there corresponds an operator F̂ such
that

⟨F ⟩ =
∫∫∫

ψ∗ (x, y, z) F̂ψ (x, y, z) dxdydz.

Here is how the operator F̂ is obtained: write out the explicit form of physical quantity F in Cartesian co-
ordinates, change the coordinate and momenta into corresponding operators. Thus the operator for energy
is

H =
1

2m

(
p2x + p2y + p2z

)
+ V (x, y, z)

=⇒ 1

2m

[(
−i~ ∂

∂x

)2

+

(
−i~ ∂

∂y

)2

+

(
−i~ ∂

∂z

)2
]
+ V (x, y, z)

= − ~2

2m
▽2 + V (r) = Ĥ

The orbital angular momentum

L = r× p

and its components

Lx = ypz − zpy, Ly = zpx − xpz, Lz = xpy − ypx,

are changed into operators

L̂ = r̂× p̂
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L̂x = −i~
(
y
∂

∂z
− z ∂

∂y

)
,

L̂y = −i~
(
z
∂

∂x
− x ∂

∂z

)
,

L̂z = −i~
(
x
∂

∂y
− y ∂

∂x

)
.

This, actually, constitutes the second Basic Postulate of quantum mechanics: All physical quantities are changed
into and are expressed by Hermitian operators. The introduction of operators to represent physical quantities in
quantum mechanics is of primary importance and has profound consequences.

Wave functions for states
Operators for physical quantities

}
cornerstones of quantum mechanics

B. The Hermitian operators

The basic premise here is that the expectation value of any real physical quantity must be real. Thus, it is required
that

⟨F ⟩ = ⟨F ⟩∗

so that, ∫
ψ∗F̂ψd3r =

[∫
ψ∗F̂ψd3r

]∗
=

∫ (
F̂ψ
)∗
ψd3r

thus this equation or equivalently in our short hand notation(
ψ, F̂ψ

)
=
(
F̂ψ, ψ

)
serves as a criterion to justify whether an operator may represent a physical quantity. Those that satisfy the above
criterion are called Hermitian or Hermitean operators, in the name of French mathematician Hermite.

Proposition 1 General criterion for Hermitian operators. If∫
ψ∗Âψd3r =

∫ (
Âψ
)∗
ψd3r −→

(
ψ, Âψ

)
=
(
Âψ, ψ

)
(1)

for any state ψ, then there must be∫
ψ∗
1Âψ2d

3r =

∫ (
Âψ1

)∗
ψ2d

3r −→
(
ψ1, Âψ2

)
=
(
Âψ1, ψ2

)
. (2)

Proof. First let ψ = ψ1 + ψ2, Eq. (1) gives(
(ψ1 + ψ2) , Â (ψ1 + ψ2)

)
=
(
Â (ψ1 + ψ2) , (ψ1 + ψ2)

)
(
ψ1, Âψ1

)
+
(
ψ1, Âψ2

)
+
(
ψ2, Âψ1

)
+
(
ψ2, Âψ2

)
=
(
Âψ1, ψ1

)
+
(
Âψ1, ψ2

)
+
(
Âψ2, ψ1

)
+
(
Âψ2, ψ2

)
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and (
ψ1, Âψ2

)
+
(
ψ2, Âψ1

)
=
(
Âψ1, ψ2

)
+
(
Âψ2, ψ1

)
(3)

Then we set ψ = ψ1 + iψ2 (
(ψ1 + iψ2) , Â (ψ1 + iψ2)

)
=
(
Â (ψ1 + iψ2) , (ψ1 + iψ2)

)
which leads to (i before the comma contributes a minus sign from the conjugation)(

ψ1, Âψ2

)
−
(
ψ2, Âψ1

)
=
(
Âψ1, ψ2

)
−
(
Âψ2, ψ1

)
. (4)

The combination of (3) and (4) gives (
ψ1, Âψ2

)
=
(
Âψ1, ψ2

)
.

This will be viewed as a general criterion for Hermitian operators.

Example 2 x̂ = x and p̂x = −i~ d
dx are Hermitian operators while the differential operator d

dx is not.

Solution 3 The coordinate x is real, obviously

(ψ1, xψ2) = (xψ1, ψ2)

For p̂x, we have ∫ ∞

−∞
ψ∗
1

(
−i~ d

dx

)
ψ2dx = −i~

∫ ∞

−∞
ψ∗
1dψ2

= −i~ψ∗
1ψ2|∞−∞ − (−i~)

∫ ∞

−∞
(dψ∗

1)ψ2

= i~
∫ ∞

−∞

(
dψ1

dx

)∗

ψ2dx

=

∫ ∞

−∞

(
−i~ d

dx
ψ1

)∗

ψ2dx.

where we have used the fact that both ψ1 and ψ2 are bound states so ψ∗
1ψ2|∞−∞ = 0. In short

(ψ1, p̂xψ2) = (p̂xψ1, ψ2) .

On the other hand, Â = d
dx is not a Hermitian operator∫

ψ∗
1Âψ2dx =

∫ ∞

−∞
ψ∗
1

d

dx
ψ2dx =

∫ ∞

−∞
ψ∗
1dψ2

= ψ∗
1ψ2|∞−∞ −

∫ ∞

−∞

(
dψ1

dx

)∗

ψ2dx

=

∫ ∞

−∞

(
− d

dx
ψ1

)∗

ψ2dx

̸=
∫ ∞

−∞

(
d

dx
ψ1

)∗

ψ2dx.

In this case, let Â = d
dx , B̂ = − d

dx , the above relation can be expressed in a form∫ ∞

−∞
ψ∗
1Âψ2dx =

∫ ∞

−∞

(
B̂ψ1

)∗
ψ2dx

(
ψ1, Âψ2

)
=
(
B̂ψ1, ψ2

)
Â and B̂ are called conjugate operators. Â = d

dx is not a Hermitian operator, it has a conjugate operator B̂ = − d
dx . To

show the conjugate relation more clearly, B̂ is written in a new form Â†. For momentum operator, Â = p̂x = −i~ d
dx ,

the conjugate operator is itself p̂†x = p̂x, p̂x is called a self-conjugate operator. All Hermitian operators are self-
conjugate operators.
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C. The eigenvalue and eigenfunction of a Hermitian operator

For a statistical problem, the first information we can draw from it are the expectation value

⟨F ⟩ =
∫
ψ∗F̂ψd3r

and the variance ⟨
(∆F )

2
⟩
=

∫
ψ∗
(
F̂ − ⟨F ⟩

)2
ψd3r > 0.

There exists a special case where the variance or standard deviation is exactly zero, i.e. all measurements of F̂ give
the same result ⟨F ⟩. Using the Hermitian property of F̂ , we have⟨

(∆F )
2
⟩
=

∫
ψ∗
(
F̂ − ⟨F ⟩

)2
ψd3r

=

∫
ψ∗
(
F̂ − ⟨F ⟩

)(
F̂ − ⟨F ⟩

)
ψd3r

=

∫ ∣∣∣(F̂ − ⟨F ⟩)ψ∣∣∣2 d3r = 0.

The integrand
(
F̂ − ⟨F ⟩

)
ψ must be identical to zero, i.e.(

F̂ − ⟨F ⟩
)
ψ (r) = 0.

for all r values.
In the language of quantum mechanics, if it is wanted that the a physical quantity has definite value, the system

must be in a state ψ that satisfies the equation

F̂ψ = ⟨F ⟩ψ.

the above equation is called eigenvalue equation of operator F̂ , while ψ and ⟨F ⟩ are called eigenfunction and eigenvalue

of operator F̂ , respectively.
Generally, given an operator F̂ , there is a series of eigenfunctions and eigenvalues

F̂ψn = fnψn

Eigenfunctions and eigenvalues are one of the most important points in quantum mechanics. Up to now, we only
know that the eigenvalues of Hermitian operators are real. An immediate example is that the Schrödinger equation
is essentially the eigenequation for Hamiltonian Ĥ

Ĥψn = Enψn.

D. The momentum operator

We already know that the momentum operator p̂

p̂ = x0p̂x + y0p̂y + z0p̂z

= x0

(
−i~ ∂

∂x

)
+ y0

(
−i~ ∂

∂y

)
+ z0

(
−i~ ∂

∂z

)
= −i~∇

is a Hermitian operator. We are interested here in the eigenequation of the momentum operator. It is easily to show
that the eigenfunctions are nothing but the monochromatic plane waves

ψ = Ae
i
~p·r = Ae

i
~ (pxx+pyy+pzz)
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and it is easy to check

p̂ψ = (x0px + y0py + z0pz)ψ = pψ

The eigenfunctions are free states, not bound states. So there exists a question of how to normalize them. It is
important here to distinguish the definitions of Kronecker delta δmn for discrete numbers and Dirac delta δ (x− y)
for continuous variables.

• δ−normalization. We choose

A =
1

(2π~)3/2
,

so

ψ =
1

(2π~)3/2
e

i
~ (pxx+pyy+pzz)

and ∫
ψ∗
p′
xp

′
yp

′
z
ψpxpypzdxdydz =

1

(2π~)3

∫∫∫
e

i
~ (px−p′

x)xe
i
~ (py−p′

y)ye
i
~ (pz−p′

z)zdxdydz

= δ (px − p′x) δ
(
py − p′y

)
δ (pz − p′z)

The eigenvalues px, py, pz can change from −∞ to +∞ and the state is innumerable.

• Box-normalization: Consider a box of L3 in space. Only waves confined is this box is considered. The wave
functions obey periodic boundary conditions

ψ (x, y, z) = ψ (x+ L, y, z)

= ψ (x, y + L, z)

= ψ (x, y, z + L)

For example

Ae
i
~ (pxx+pyy+pzz) = Ae

i
~ (pxx+pxL+pyy+pzz)

which gives

pxL

~
= nx2π,

pyL

~
= ny2π,

pzL

~
= nz2π

The eigenvalues are therefore discrete

px = nx
2π~
L
, py = ny

2π~
L
, pz = nz

2π~
L

where nx, ny, nz are integers 0,±1,±2 · · · . Each separate state occupies a volume ( 2π~L )3 in momentum space.
For a volume ∆px∆py∆pz, the mumbler of possible independent momentum eigenstate is

∆px∆py∆pz

( 2π~L )3
=

∆px∆py∆pzL
3

(2π~)3
=

∆px∆py∆pz∆x∆y∆z

h3

which means that one quantum state occupies a volume h3 in phase space. Thus, the eigenstates of momentum
become numerable. The normalization factor in this case is

A =
1√
L3

The eigenfunction now has an explicit expression

ψp (r) =
1√
L3
e

i
~p·r.
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FIG. 1: The spherical coordinates: radius r, polar angle θ and azimuthal angle φ.

which satisfy the normalization relation∫∫∫
{L3}

ψ∗
p (r)ψp′ (r) dr

3 = δpxp′
x
δpyp′

y
δpzp′

z
.

1

L

∫ L

0

e
i
~ (m−n) 2π~

L xdx =
1

L

∫ L

0

ei2π(m−n)x/Ldx = δmn

In the final result of calculation we will let L→ +∞. If we discuss the normalization using the wave functions
in momentum space, the result should be∫∫∫

{P 3}

ψ∗
r (p)ψr′ (p) dp

3 = δxx′δyy′δzz′ .

The integration is limited in a box in momentum space.

II. EIGENFUNCTIONS OF ORBITAL ANGULAR MOMENTUM

In this section we discuss the eigenfunctions and eigenvalues of another often used operator, the orbital angular
momentum.

A. Angular momentum operator in spherical coordinates

We already know that the classically defined orbital angular momentum L = r×p and its components are changed
into operators as

L̂ = r̂× p̂

L̂x = ŷp̂z − ẑp̂y
L̂y = ẑp̂x − x̂p̂z
L̂z = x̂p̂y − ŷp̂x
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We define a new operator

L̂2 = L̂2
x + L̂2

y + L̂2
z.

The angular momentum is defined in Cartesian coordinates, but is extensively used in spherical coordinates. Here we
first transform these angular momentum operators into spherical coordinates (Figure 1)

x = r sin θ cosφ

y = r sin θ sinφ

z = r cos θ

We notice that

∂

∂φ
=
∂x

∂φ

∂

∂x
+
∂y

∂φ

∂

∂y
+
∂z

∂φ

∂

∂z

= −r sin θ sinφ ∂

∂x
+ r sin θ cosφ

∂

∂y

= −y ∂
∂x

+ x
∂

∂y

which gives immediately the z-component of the angular momentum

−i~ ∂

∂φ
= x(−i~ ∂

∂y
)− y(−i~ ∂

∂x
)

= x̂p̂y − ŷp̂x = L̂z,

i.e.

L̂z = −i~ ∂

∂φ
. (5)

The combination of the derivative with respect to θ

∂

∂θ
=
∂x

∂θ

∂

∂x
+
∂y

∂θ

∂

∂y
+
∂z

∂θ

∂

∂z

= r cos θ cosφ
∂

∂x
+ r cos θ sinφ

∂

∂y
− r sin θ ∂

∂z

and that with respect to φ, i.e.

∂

∂φ
= −r sin θ sinφ ∂

∂x
+ r sin θ cosφ

∂

∂y

leads to

cosφ
∂

∂θ
− cot θ sinφ

∂

∂φ
= r cos θ

∂

∂x
− r sin θ cosφ ∂

∂z

= z
∂

∂x
− x ∂

∂z
.

Appending the factor −i~ we thus have

L̂y = −i~
(
cosφ

∂

∂θ
− cot θ sinφ

∂

∂φ

)
. (6)

By same token

L̂x = −i~
(
− sinφ

∂

∂θ
− cot θ cosφ

∂

∂φ

)
. (7)
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The operator L̂2 can be derived from the square of the 3 components

L̂2
x = −~2

{(
sinφ

∂

∂θ
+ cot θ cosφ

∂

∂φ

)(
sinφ

∂

∂θ
+ cot θ cosφ

∂

∂φ

)}
= −~2

{
sin2 φ ∂2

∂θ2 − 1
sin2 θ

sinφ cosφ ∂
∂φ + 2 cot θ sinφ cosφ ∂2

∂θ∂φ

+cot θ cos2 φ ∂
∂θ − cot2 θ sinφ cosφ ∂

∂φ + cot2 θ cos2 φ ∂2

∂φ2

}

L̂2
y = −~2

{(
cosφ

∂

∂θ
− cot θ sinφ

∂

∂φ

)(
cosφ

∂

∂θ
− cot θ sinφ

∂

∂φ

)}
= −~2

{
cos2 φ ∂2

∂θ2 + 1
sin2 θ

sinφ cosφ ∂
∂φ − 2 cot θ sinφ cosφ ∂2

∂θ∂φ

+cot θ sin2 φ ∂
∂θ + cot2 θ sinφ cosφ ∂

∂φ + cot2 θ sin2 φ ∂2

∂φ2

}

L̂2
z = −~2 ∂

2

∂φ2

one finally finds

L̂2 = L̂2
x + L̂2

y + L̂2
z

= −~2
(
∂2

∂θ2
+ cot θ

∂

∂θ
+ cot2 θ

∂2

∂φ2
+

∂2

∂φ2

)
i.e.

L̂2 = −~2
(

1

sin θ

∂

∂θ

(
sin θ

∂

∂θ

)
+

1

sin2 θ

∂2

∂φ2

)
(8)

The equations (5,6,7,8) are the spherical coordinate expression for orbital angular momentum.

B. Eigenfunctions of orbital angular momentum

Here we try to find the common eigenfunction of operators L̂2 and L̂z. The operators have the differential operator
form expressed in spherical coordinates. The eigenfunctions Y (θ, φ) are also expressed in spherical coordinates with
their arguments θ and φ changing in the domain

θ : 0→ π

φ : 0→ 2π

The eigenequations are

L̂2Y (θ, φ) = λ~2Y (θ, φ)

L̂zY (θ, φ) = m~Y (θ, φ)

where λ,m are some constants to be found. As always, we try again the separation of variables

Y (θ, φ) = Θ(θ)Φ(φ),

then the equation for L̂z

L̂zΘ(θ)Φ(φ) = −i~ ∂

∂φ
Θ(θ)Φ(φ) = m~Θ(θ)Φ(φ)

gives simply

Φ(φ) = exp(imφ). (9)
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FIG. 2: Change of variables ξ = cos θ.

There could also be a constant factor in front, but we might as well absorb that into Θ(θ). As the azimuthal angle φ
advances by 2π, we return to the same point in space (see Figure 1), so it is natural to require that

Φ(φ+ 2π) = Φ(φ)

In other words, exp(imφ+ im2π) = exp(imφ), or exp(2πim) = 1. From this it follows that m must be an integer

m = 0,±1,±2, · · ·

For the eigenequation of L̂2, we substitute the explicit operator form into the equation

−~2
{

1

sin θ

∂

∂θ

(
sin θ

∂

∂θ
Y (θ, φ)

)
+

1

sin2 θ

∂2

∂φ2
Y (θ, φ)

}
= λ~2Y (θ, φ)

The second term in the equation can be replaced by

∂2

∂φ2
Y (θ, φ) =

∂2

∂φ2
(Θ(θ) exp(imφ)) = −m2Θ(θ)Φ(φ),

which reduces the original equation into

−
{

1

sin θ

d

dθ

(
sin θ

dΘ(θ)

dθ

)
− m2

sin2 θ
Θ(θ)

}
= λΘ(θ)

If you are familiar with the special functions, it is easy to recognize the solution of this equation is the associated
Legendre function Pm

l (cos θ). Here we assume not very much knowledge about this special function and start from
the beginning. First we change the independent variable from θ to ξ by ξ = cos θ. There is one-to-one correspondence
in this transformation (See Figure 2)

θ : 0→ π

ξ : 1→ −1
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The derivative is

d

dθ
=
dξ

dθ

d

dξ
= − sin θ

d

dξ

Correspondingly, the unknown function Θ(θ) changes to P (ξ), and the equation becomes

d

dξ

[(
1− ξ2

) dP
dξ

]
+

(
λ− m2

1− ξ2

)
P (ξ) = 0

or

(1− ξ2)d
2P

dξ2
− 2ξ

dP

dξ
+

(
λ− m2

1− ξ2

)
P = 0

P (ξ) is defined in the interval (−1, 1) with the two end points ξ = ±1 being singular points.

1. Series solution for m = 0 case

Let us first check the case of m = 0

(1− ξ2)d
2P

dξ2
− 2ξ

dP

dξ
+ λP = 0

We seek the series solution of the equation, i.e., presume P (ξ) can be expressed by a series of ξ

P (ξ) =

+∞∑
ν=0

cνξ
ν

It is easy to find the recursion formula

(1− ξ2)
+∞∑
ν=0

ν (ν − 1) cνξ
ν−2 − 2ξ

+∞∑
ν=0

νcνξ
ν−1 + λ

+∞∑
ν=0

cνξ
ν = 0

+∞∑
ν=0

ν (ν − 1) cνξ
ν−2 −

+∞∑
ν=0

ν (ν − 1) cνξ
ν − 2

+∞∑
ν=0

νcνξ
ν + λ

+∞∑
ν=0

cνξ
ν = 0

(ν + 2)(ν + 1)cν+2 − ν (ν − 1) cν − 2νcν + λcν = 0

(ν + 2)(ν + 1)cν+2 = (ν (ν − 1) + 2ν − λ) cν

cν+2 =
ν(ν + 1)− λ
(ν + 2)(ν + 1)

cν

i.e., knowing the two initial coefficients c0 and c1, we can deduce the rest of them,

c0 → c2 → c4 → · · ·
c1 → c3 → c5 → · · ·

The infinite series P (ξ) diverges at ξ → ±1, so we have to truncate it. Let λ = l(l+1), then the coefficient cl ̸= 0
while cl+2 = cl+4 = · · · = 0. If l is even, we choose c1 = 0, if l is odd, we choose c0 = 0. This will kill the other series.
Thus we have found a polynomial solution of the equation

P (ξ) =
l∑

ν=0

cνξ
ν

It is a result of truncation of a power series. The reason of truncation is the requirement that P (ξ) should be limited
at ξ = ±1, or, in spherical coordinate, the wave function should be limited at the polar points (Figure 3).
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FIG. 3: Spherical coordinate: North pole and south pole.

The polynomial is called Legendre Polynomial, the general expression of it is (Rodriguez Formula)

Pl(ξ) =
1

2l · l!
dl

dξl
(ξ2 − 1)l, l = 0, 1, 2, · · ·

with

P0(ξ) = 1

P1(ξ) = ξ

P2(ξ) =
1

2
(3ξ2 − 1)

P3(ξ) =
1

2
(5ξ3 − 3ξ)

The first few Legendre polynomials are illustrated in Figure 4.

2. Series solution for m ̸= 0 case

The equation for m ̸= 0 case reads

d

dξ

(
(1− ξ2)dP

dξ

)
+

(
l(l + 1)− m2

1− ξ2

)
P (ξ) = 0 (10)

We try to tackle this equation from two sides.

• Let P (ξ) = (1− ξ2)m
2 Q(ξ), substitute it into the above equation

d

dξ

{
(1− ξ2) d

dξ

[
(1− ξ2)m

2 Q(ξ)
]}

+

(
l(l + 1)− m2

1− ξ2

)
(1− ξ2)m

2 Q(ξ) = 0
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A detailed calculation of the first term in the equation gives

d

dξ

{
(1− ξ2) d

dξ

[
(1− ξ2)m

2 Q(ξ)
]}

=
d

dξ

{
(1− ξ2)

[
(1− ξ2)m

2
dQ

dξ
+
m

2
(1− ξ2)m

2 −1(−2ξ)Q
]}

=
d

dξ

{
(1− ξ2)m

2 +1 dQ

dξ
−mξ(1− ξ2)m

2 Q

}
=(1− ξ2)m

2 +1 d
2Q

dξ2
+
m+ 2

2
(1− ξ2)m

2 (−2ξ)dQ
dξ

−m(1− ξ2)m
2 Q−mξm

2
(1− ξ2)m

2 −1(−2ξ)Q−mξ(1− ξ2)m
2
dQ

dξ

=(1− ξ2)m
2

{
(1− ξ2)d

2Q

dξ2
− (m+ 2)ξ

dQ

dξ
−mξdQ

dξ
−mQ+

m2ξ2

(1− ξ2)
Q

}
=(1− ξ2)m

2

{
(1− ξ2)d

2Q

dξ2
− 2(m+ 1)ξ

dQ

dξ
−mQ+

m2ξ2

(1− ξ2)
Q

}
.

In the equation we drop the factor (1− ξ2)m
2 on both sides

(1− ξ2)d
2Q

dξ2
− 2(m+ 1)ξ

dQ

dξ
+ l(l + 1)Q+

m2ξ2 −m2

(1− ξ2)
Q−mQ = 0

and after simplification one arrives at

(1− ξ2)d
2Q

dξ2
− 2(m+ 1)ξ

dQ

dξ
+ [l(l + 1)−m(m+ 1)]Q = 0 (11)

• For the case m = 0, the solution has been found to be the Legendre Polynomials Pl(ξ)

(1− ξ2) d
2

dξ2
Pl(ξ)− 2ξ

d

dξ
Pl(ξ) + l(l + 1)Pl(ξ) = 0
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Differentiating this equation with respect to ξ for m times (Leibnitz formula), we get

(1− ξ2) d
2

dξ2
dm

dξm
Pl(ξ) +m[

d

dξ
(1− ξ2)] d

2

dξ2
dm−1

dξm−1
Pl(ξ)

+
1

2
m(m− 1)[

d2

dξ2
(1− ξ2)] d

2

dξ2
dm−2

dξm−2
Pl(ξ)

− 2ξ
d

dξ

dm

dξm
Pl(ξ) +m[

d

dξ
(−2ξ)] d

dξ

dm−1

dξm−1
Pl(ξ) + l(l + 1)

dm

dξm
Pl(ξ)

= 0

After simplification, we arrived at

(1− ξ2) d
2

dξ2
[
dm

dξm
Pl(ξ)]− 2(m+ 1)ξ

d

dξ
[
dm

dξm
Pl(ξ)]

+ [l(l + 1)−m(m+ 1)][
dm

dξm
Pl(ξ)] = 0 (12)

Eq. (11) and (12) are exactly the same, their solutions should be the same too. Thus, the unknown function
Q(ξ) are found to be

Q(ξ) =
dm

dξm
Pl(ξ) =

dm

dξm
[
1

2ll!

dl

dξl
(ξ2 − 1)l]

=
1

2ll!

dl+m

dξl+m
[(ξ2 − 1)l]

The solution of Eq. (10) is the associated Legendre function (it is not polynomial for odd m)

P (ξ) = (1− ξ2)m
2
dm

dξm
Pl(ξ)

=
1

2ll!
(1− ξ2)m

2
dl+m

dξl+m
[(ξ2 − 1)l]

where m can only take values 0 ≤ l +m ≤ 2l, i.e. −l ≤ m ≤ l because the 2l times derivative of ξ in the above
equation will give zero.

C. Eigenfunction of L̂z and L̂2, the spherical harmonics

We begin with the task of finding wave functions in which the dynamical variables L̂z and L̂2 have definite values

L̂2Y (θ, φ) = λ~2Y (θ, φ)

L̂zY (θ, φ) = m~Y (θ, φ)

The steps are

(i) Separation of variables Y (θ, φ) = Θ(θ)Φ(φ) where

Φ(φ) = exp(imφ), m = · · · − 2,−1, 0, 1, 2 · · ·

(ii) ξ = cos θ,Θ(θ) =⇒ P (ξ). For m = 0 case, it is found λ = l(l + 1)

P (ξ) = Pl(ξ), l = 0, 1, 2 · · ·

(iii) For m ̸= 0 case, it is found λ = l(l + 1) unchanged,

P (ξ) = (1− ξ2)m
2
dm

dξm
Pl(ξ)
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Summing the above results up, the eigenfunction has the form

Y (θ, φ) = Θ(θ)Φ(φ) = P (cos θ) exp(imφ)

Y (θ, φ) = (1− cos2 θ)
m
2

1

2ll!

dl+m

d(cos θ)l+m
[(cos2 θ − 1)l] exp(imφ)

Adding suitable normalization factor, the solution got a new name spherical harmonics

Ylm(θ, φ) = (−1)m
√

(l −m)!

(l +m)!

√
2l + 1

4π

1

2ll!
sinm θ

dl+m

d(cos θ)l+m
[(cos2 θ − 1)l] exp(imφ)

We discuss the eigenvalues and eigenfunctions below.

(i) Eigenvalues

L̂2Ylm(θ, φ) = l(l + 1)~2Ylm(θ, φ), l = 0, 1, 2 · · ·
L̂zYlm(θ, φ) = m~Ylm(θ, φ), m = −l,−l + 1, · · · , 0, 1, · · · l

Thus the angular momentum is quantized. l is called the angular quantum number, while m is called the
magnetic quantum number. The relation of them can be seen from the definition of the spherical harmonics.
They can take the following values

l = 0,m = 0

l = 1,m = −1, 0, 1
l = 2,m = −2,−1, 0, 1, 2

(ii) Eigenfunctions. The eigenfunctions of the orbital angular momentum are spherical harmonics Ylm(θ, φ), the
first few of which are listed below

Y0,0(θ, φ) =
1√
4π

Y1,1(θ, φ) = −
√

3

8π
sin θ exp(iϕ)

Y1,−1(θ, φ) =

√
3

8π
sin θ exp(−iϕ)

Y1,0(θ, φ) =

√
3

4π
cos θ

Y2,2(θ, φ) =

√
15

32π
sin2 θ exp(2iϕ)

Y2,1(θ, φ) = −
√

15

8π
sin θ cos θ exp(iϕ)

Y2,0(θ, φ) =

√
5

16π
(3 cos2 θ − 1)

Y2,−1(θ, φ) =

√
15

8π
sin θ cos θ exp(−iϕ)

Y2,−2(θ, φ) =

√
15

32π
sin2 θ exp(−2iϕ)

The spherical harmonics has already been normalized∫∫
Y ∗
lm(θ, φ)Ylm(θ, φ)dΩ =

∫∫
Y ∗
lm(θ, φ)Ylm(θ, φ) sin θdθdφ = 1

The spherical harmonics determines the angular distribution of the particle. For a function Y (θ, φ), the proba-

bility of finding the particle in certain direction is |Y (θ, φ)|2 dΩ.
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III. CENTRAL FORCE FIELD

A particle moves under the influence of a central-force field F (r) = F (r)r̂ if the force on the particle is independent
of the angular position of the particle about the center of force and depends only on its distance r from the center of
force. Here, the magnitude F (r) (which is positive for a repulsive force and negative for an attractive force) is defined
in terms of the central potential V (r) as F (r) = −V ′(r).

A. General properties of central force field problem

The Schrödinger equation Ĥψ = Eψ is now

− ~2

2m
▽2 ψ + V (r)ψ = Eψ (13)

where the potential energy V is a function of r only V = V (r) and m is the mass of the particle. This equation will
be solved in spherical coordinate.

1. Separation of variables in central force field problem

Starting from ▽ = r̂ ∂
∂r + θ̂ 1

r
∂
∂θ + φ̂ 1

r sin θ
∂
∂φ , you will find it is not quite easy to show that the Laplacian or Laplace

operator in spherical coordinate reads as

▽2 =
1

r2
∂

∂r

(
r2
∂

∂r

)
+

1

r2

{
1

sin θ

∂

∂θ

(
sin θ

∂

∂θ

)
+

1

sin2 θ

∂2

∂φ2

}
.

The equation (13) can be written as

− ~2

2mr2
∂

∂r

(
r2
∂

∂r
ψ

)
+

L̂2

2mr2
ψ + V (r)ψ = Eψ

by means of the definition of L̂2, eq. (8).
We begin by looking for solutions that are separable into products ψ (r, θ, φ) = R (r)Z (θ, φ). Inserting this into

the above equation leads us to

−Z ~2

2mr2
d

dr

(
r2
d

dr
R

)
+R

L̂2

2mr2
Z = (E − V )RZ

Z~2
d

dr

(
r2
d

dr
R

)
+ 2mr2 (E − V )RZ = RL̂2Z

~2 d
dr

(
r2 d

drR
)
+ 2mr2 (E − V )R

R
=
L̂2Z

Z

Clearly it should be a constant because the lhs depends on r only and the rhs depends on θ, φ. This constant
should be l(l + 1)~2 and Z is nothing but the spherical harmonics Ylm(θ, φ) obtained in the above section, i.e.

L̂2Ylm(θ, φ) = l(l + 1)~2Ylm(θ, φ). For the radial part we have

~2
d

dr

(
r2
d

dr
R

)
+ 2mr2 (E − V )R = l(l + 1)~2R(r)

− ~2

2mr2
d

dr

(
r2
d

dr
R

)
+
l(l + 1)~2

2mr2
R(r) = (E − V )R

Thus we have successfully separate the variables as ψ (r, θ, φ) = R (r)Ylm (θ, φ) and are left with the radial equation

− ~2

2mr2
d

dr

(
r2
dR

dr

)
+

(
l(l + 1)~2

2mr2
+ V (r)

)
R(r) = ER(r)

with the independent variable r changes from 0 to infinity.
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FIG. 5: The effective potential and the centrifugal potential.

2. Effective potential – the centrifugal potential

The radial equation is identical in form to the one dimensional Schrödinger equation, except that the effective
potential

l(l + 1)~2

2mr2
+ V (r)

contains an extra piece, the so-called centrifugal potential l(l + 1)~2/2mr2. It tends to throw the particle outward
(away from the origin), and the same term also appears in classical mechanics (see Figure 5).
Meanwhile it is proportional to the square of angular momentum l(l + 1)~2 so that for l = 0, there is no centrifgal

potential. It only exsits for l ̸= 0. Particle moving with different angular momentum experiences different centrifugal
potential and has different radial equation. Thus it can be anticipated that particles with different angular momenta
have different solutions.
The solution of Schrödinger equation has definite angular momentum

ψ = R (r)Ylm (θ, φ)

L̂2ψ = l(l + 1)~2ψ

L̂zψ = m~ψ

We solve R (r) in the next subsection.

3. Change of variables

Let R(r) = u(r)/r, so that

d

dr

[
r2
d

dr

(
u(r)

r

)]
=

d

dr

[
r2
u′(r)

r
− r2u(r)

r2

]
=

d

dr
[ru′(r)− u(r)] = ru′′(r)

and hence

− ~2

2mr2
ru′′(r) +

(
l(l + 1)~2

2mr2
+ V (r)

)
u(r)

r
= E

u(r)

r

− ~2

2m

d2

dr2
u(r) +

(
l(l + 1)~2

2mr2
+ V (r)

)
u(r) = Eu(r)
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This is also called the radial equation.
The resemblance of this equation with 1D Schrödinger equation is more evident. However, care should be taken on

the difference between them.

• For the radial wave equation the interval for the independent variable r is [0,+∞]

• The radial wave function has the relation R(r) = u(r)/r, when r → 0, u(r) must tend to zero more quickly than
r.

B. Reduced mass

For a single particle, the wave function ψ (r, t) is a function of the spatial coordinates r and the time t. The wave
function for a two-particle system is a function of the coordinates of particle one (r1), the coordinates of particle two
(r2), and the time: ψ (r1, r2, t). Hydrogen atom is practically a two-particle problem, just as in classical mechanics.
The two-particle problem can be transformed into a single particle problem by introducing the reduced mass.
The spatial wave function ψ (r1, r2) of hydrogen atom satisfies the time-independent Schrödinger equation(

− ~2

2m1
▽2

1 −
~2

2m2
▽2

2

)
ψ (r1, r2) + V (r1, r2)ψ (r1, r2) = Eψ (r1, r2)

where m1 and m2 are the masses of the electron and the nucleon, respectively. We introduce the centre of mass
coordinate

R =
1

m1 +m2
(m1r1 +m2r2)

and the relative coordinate r = r2 − r1. It is easy to check that

r1 = R− m2

m1 +m2
· r, x1 = X − m2

m1 +m2
x, etc.

r2 = R+
m1

m1 +m2
· r, x2 = X +

m1

m1 +m2
x, etc.

In terms of the new coordinates the derivatives are

∂

∂x1
=
∂X

∂x1

∂

∂X
+

∂x

∂x1

∂

∂x
=

m1

m1 +m2

∂

∂X
− ∂

∂x
∂

∂x2
=
∂X

∂x2

∂

∂X
+

∂x

∂x2

∂

∂x
=

m2

m1 +m2

∂

∂X
+

∂

∂x

{
∂2

∂x21
=

(
m1

m1 +m2

)2
∂2

∂X2
− 2

m1

m1 +m2

∂2

∂X∂x
+

∂2

∂x2

}(
− ~2

2m1

)
{
∂2

∂x22
=

(
m2

m1 +m2

)2
∂2

∂X2
+ 2

m2

m1 +m2

∂2

∂X∂x
+

∂2

∂x2

}(
− ~2

2m2

)
The kinetic terms are therefore expressed as

− ~2

2m1

∂2

∂x21
− ~2

2m2

∂2

∂x22

= − m1 +m2

2 (m1 +m2)
2 ~

2 ∂2

∂X2
+ 0 +

(
−~2

2

)(
1

m1
+

1

m2

)
∂2

∂x2

= − ~2

2M

∂2

∂X2
− ~2

2

m1 +m2

m1m2

∂2

∂x2

= − ~2

2M

∂2

∂X2
− ~2

2µ

∂2

∂x2
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The same thing happens for the other two components, in summary we have

− ~2

2m1
▽2

1 −
~2

2m2
▽2

2 = − ~2

2M
▽2

R −
~2

2µ
▽2

r

where we have defined the reduced mass and the total mass as

µ =
m1m2

m1 +m2
, M = m1 +m2

Typically, the interaction potential depends only on the vector r = r2 − r1 between the two particles. In that case
the Schrödinger equation in the new coordinate system(

− ~2

2M
▽2

R −
~2

2µ
▽2

r

)
ψ (R, r) + V (r)ψ (R, r) = Eψ (R, r)

can be solved by the method of separation of variables, i.e. we suppose

ψ (R, r) = ψR(R)ψr(r)

Inserting this into the equation we have[
− ~2

2M
▽2

R ψR(R)

]
ψr(r) +

[
− ~2

2µ
▽2

r ψr(r) + V (r)ψr(r)

]
ψR(R) = Eψr(r)ψR(R)

− ~2

2M ▽
2
R ψR(R)

ψR(R)
= E −

− ~2

2µ ▽
2
r ψr(r) + V (r)ψr(r)

ψr(r)
= ER

Obviously ψR(R) satisfies the one particle Schrödinger equation

− ~2

2M
▽2

R ψR(R) = ERψR(R)

with the total mass M = m1 +m2 in place of m, potential zero, and energy ER, while ψr(r) satisfies the one particle
Schrödinger equation

− ~2

2µ
▽2

r ψr(r) + V (r)ψr(r) = Erψr(r)

with the reduced mass in place of m, potential V (r), and energy Er. The total energy is the sum

E = ER + Er

What this tells us is that the center of mass moves like a free particle, and the relative motion (that is, the motion
of particle 2 with respect to particle 1) is the same as if we had a single particle with the reduced mass, subject to
the potential V . Exactly the same separation occurs in classical mechanics; it reduces the two-body problem to an
equivalent one-body problem.

C. Spherical square potential

1. Infinite spherical well

First we consider the infinite spherical well

V (r) =

{
0, r < a

+∞, r > a

The wave function is separable

ψ = R (r)Ylm (θ, φ) =
u(r)

r
Ylm (θ, φ) .
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a

FIG. 6: The infinite spherical well.

Outside the well the wave function is zero; inside the well the radial equation says

− ~2

2m

d2

dr2
u(r) +

(
l(l + 1)~2

2mr2
+ V (r)

)
u(r) = Eu(r)

where V (r) equals 0 inside the sphere, and only the centrifugal potential l(l + 1)~2/2mr2 survives here. Thus

d2u

dr2
=

[
l(l + 1)

r2
− k2

]
u (14)

where

k =

√
2mE

~2

as usual. Our problem is to solve this equation, subject to the boundary condition u(a) = 0. The case l = 0 (s-state)
is easy

d2u

dr2
= −k2u⇒ u(r) = A sin(kr) +B cos(kr)

But remember, the actual radial wave function is R(r) = u(r)/r, and cos(kr)/r blows up as r → 0. So we must choose
B = 0. The boundary condition then requires sin(ka) = 0, and hence ka = nπ, for some integer n. The allowed
energies are evidently

En0 =
n2π2~2

2ma2
, n = 1, 2, 3 · · ·

the same as for the one-dimensional infinite square well. Inclusion of the angular part (constant, in this instance,

since Y00 = 1/
√
4π), we conclude that

ψ = A
sin(kr)

r
Y00

The normalization gives ∫∫∫
ψ∗ψr2dr sin θdθdφ = 1
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FIG. 7: The first three ψn00.

∫∫∫
A2

(
sin(kr)

r

)2

Y ∗
00Y00r

2dr sin θdθdφ

=

∫ a

0

A2 sin2(kr)dr = A2 a

2
= 1

so A =
√
2/a and

ψn00 =
1√
2πa

sin(nπr/a)

r

Notice that the stationary states are labeled by three quantum numbers, n, l, and m: ψnlm (r, θ, ϕ). The energy,
however, depends only on n and l: En0. We show the first three ψn00 in Figure 7.
The general solution to equation (14) (for an arbitrary integer l) is not so familiar

u(r) = Arjl(kr) +Brnl(kr),

where jl(x) is the spherical Bessel function of order l, and nl(x) is the spherical Neumann function of order l. They
are defined as follows

jl(x) = (−x)l
(
1

x

d

dx

)l
sinx

x

nl(x) = −(−x)l
(
1

x

d

dx

)l
cosx

x

For example,

j0(x) =
sinx

x
;n0(x) = −

cosx

x

j1(x) = (−x) 1
x

d

dx

(
sinx

x

)
=

sinx

x2
− cosx

x

n1(x) = −(−x)
1

x

d

dx

(cosx
x

)
= −cosx

x2
− sinx

x
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and so on. Notice that for small x (where sinx = x− x3/3! + x5/5! · · · and cosx = 1− x2/2! + x4/4!− · · · )

j0(x) ≈ 1, n0(x) ≈ −
1

x

j1(x) ≈
x

3
, n1(x) ≈ −

1

x2

etc. The point is that the Bessel functions are finite at the origin, but the Neumann functions blow up at the origin.
Accordingly, we must have B = 0, and hence

R(r) = Ajl(kr)

There remains the boundary condition, R(a) = 0. Evidently k must be chosen such that

jl(ka) = 0

that is, ka is a zero of the lth order spherical Bessel function. Now the Bessel functions are oscillatory; each one has
an infinite number of zeros. But (unfortunately, for us) they are not located at nice sensible points (such as n, or nπ,
or something); they have to be computed numerically. At any rate, the boundary condition requires that

k =
1

a
βnl

where βnl is the n
th zero of the lth spherical Bessel function. The allowed energies, then, are given by

Enl =
~2

2ma2
β2
nl

and the wave functions are

ψnlm(r, θ, ϕ) = Anljl(βnlr/a)Ylm(θ, ϕ)

with the constant Anl to be determined by normalization. Each energy level is (2l + 1)-fold degenerate, since there
are (2l + 1) different values of m for each value of l.

2. Finite spherical well

Consider now a particle of mass m is placed in a finite spherical well

V (r) =

{
−V0, r < a
0, r > a

We try to solve the radial equation with l = 0 and find the ground state with energy −V0 < E < 0. The wave function
is again decomposed into

ψ = R(r)Ylm =
u(r)

r
Y00

where the radial part satisfies

− ~2

2m

d2

dr2
u(r) + V (r)u(r) = Eu(r)

In different regions we have

d2u

dr2
+ k2u = 0, r < a

d2u

dr2
− β2u = 0, r > a

where we have defined

k =

√
2m(V0 + E)

~
, β =

√
2m(−E)

~
.
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FIG. 8: Finite spherical well and the continuity of u(r).

For r < a, u(r) = A sin(kr) (no cos as in the infinite case), while for r > a, u(r) = De−βr (no eβr term which blows
up as r →∞). The boundary condition at r = a gives

A sin ka = D exp (−βa)
kA cos ka = −βD exp (−βa)

which is

ka cot ka = −βa.

Let ξ = ka, η = βa, so

−ξ cot ξ = η,

together with the restriction

ξ2 + η2 =
2mV0
~2

a2 = r20

which are exactly the same transcendental equation we encountered in 1D finite potential well. There is no solution
if r0 < π/2, which is to say, if 2mV0a

2/~2 < π2/4, or V0a
2 < π2~2/8m. Otherwise, the ground state energy occurs

somewhere between ξ = π/2 and π:

E + V0 =
~2k2a2

2ma2
=

~2

2ma2
ξ2

so

~2π2

8ma2
< (E0 + V0) <

~2π2

2ma2

Remark 4 Advanced study material: 3D harmonic oscillator, Zeng Jinyan, Textbook, page 184, section 6.4 or problem
4.38 and 4.39 in Griffiths’ book.
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FIG. 9: The hydrogen atom.

IV. THE HYDROGEN ATOM

The hydrogen atom consists of a heavy, essentially motionless proton (we may as well put it at the origin) of charge
e, together with a much lighter electron (charge −e) that circles around it, held in orbit by the mutual attraction of
opposite charges (see Figure 9).

A. Radial equation and its solution

The hydrogen atom, or a hydrogenic atom or hydrogen-like ion with nucleus with charge Ze, is a typical central
force field problem. From Coulomb’s law, the potential energy (in SI units) is

V (r) = − 1

4πε0

Ze2

r
(15)

The factor 1/4πε0 will disappear in Gaussian unit system (For simplicity we use Gaussian unit in this section). The
radial equation is thus

− ~2

2m

d2u

dr2
+

(
−Ze

2

r
+
l(l + 1)~2

2mr2

)
u = Eu

Our problem is to solve this equation for u(r) and determine the allowed electron energies E. The hydrogen atom
is such an important case that we’ll work them out in detail by the method we used in the analytical solution to
the harmonic oscillator. Incidentally, the Coulomb potential (Equation (15)) admits continuum states (with E > 0),
describing electron-proton scattering, as well as discrete bound states (with E < 0), representing the hydrogen atom,
but we shall confine our attention to the latter (Figure 10).
Our first task is tidy up the notation. Let us make the equation dimensionless(

1

4 (−E)

){
~2

2m

d2u

dr2
+

{
E +

Ze2

r
− ~2

2m

l(l + 1)

r2

}
u = 0

}

~2

8m(−E)

d2

dr2
u(r) +

{
−1

4
+

1

4 (−E)

Ze2

r
− ~2

8m(−E)

l(l + 1)

r2

}
u(r) = 0

This suggests us to introduce

α =

√
8m(−E)

~2
, αr = ρ
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FIG. 10: The bound states and free states in Coulomb potential.

(α is real for bound states E < 0) so that we get the dimensionless radial equation of hydrogen atom

d2

dρ2
u(ρ) +

{
−1

4
+
β

ρ
− l(l + 1)

ρ2

}
u(ρ) = 0 (16)

where

β =
Ze2

4 (−E)

(
8m(−E)

~2

)1/2

=
Ze2

~

(
m

2 (−E)

)1/2

(17)

1. Asymptotic behavior of u(ρ) at singular points

• Next we examine the asymptotic form of the solutions. As ρ→ +∞, the constant term in the brackets dominates,
so (approximately)

d2

dρ2
u(ρ) =

1

4
u(ρ)

The general solution is

u(ρ) = Ae−ρ/2 +Beρ/2

but eρ/2 blows up as ρ→ +∞, so B = 0. Evidently

u(ρ) ∼ Ae−ρ/2

for large ρ.

• On the other hand, as ρ→ 0 the centrifugal term dominates; approximately, then

d2u

dρ2
=
l(l + 1)

ρ2
u
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The general solution (check it!) is

u(ρ) = Cρl+1 +Dρ−l

but ρ−l blows up as ρ→ 0, so D = 0. Thus

u(ρ) ∼ Cρl+1

for small ρ.

The next step is to peel off the asymptotic behavior, introducing the the new function f (ρ)

u(ρ) = ρl+1e−ρ/2f (ρ)

in the hope that f (ρ) will turn out to be simpler than u(ρ). We assume the solution, f (ρ), can be expressed as a
power series in ρ

f (ρ) =
∞∑
γ=0

bγρ
γ

and

u(ρ) = e−ρ/2
∞∑
γ=0

bγρ
γ+l+1

2. Solution of the radial equation

We now solve the radial equation for hydrogen atom. Differentiating term by term

d2u

dρ2
=

d2

dρ2

{
e−ρ/2

∞∑
γ=0

bγρ
γ+l+1

}

=

(
d2

dρ2
e−ρ/2

) ∞∑
γ=0

bγρ
γ+l+1 + 2

(
d

dρ
e−ρ/2

)(
d

dρ

∞∑
γ=0

bγρ
γ+l+1

)
+ e−ρ/2 d

2

dρ2

∞∑
γ=0

bγρ
γ+l+1

The first item gives u(ρ)/4, which cancels the −u(ρ)/4 in equation (16). We are left with

− e−ρ/2
∞∑
γ=0

(γ + l + 1) bγρ
γ+l + e−ρ/2

∞∑
γ=0

(γ + l + 1) (γ + l) bγρ
γ+l−1

+ βe−ρ/2
∞∑
γ=0

bγρ
γ+l − l (l + 1) e−ρ/2

∞∑
γ=0

bγρ
γ+l−1 = 0

Equating the coefficients of (γ + l) powers yields

bγ (β − γ − l − 1) + bγ+1 [(γ + l + 2) (γ + l + 1)− l (l + 1)] = 0

or

bγ+1 =
(γ + l + 1− β)

(γ + l + 2) (γ + l + 1)− l (l + 1)
bγ (18)

This recursion formula determines the coefficients, and hence the function f (ρ): We start with b0 = A (this becomes
an overall constant, to be fixed eventually by normalization), and Equation (18) gives us b1; putting this back in, we
obtain b2, and so on.
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Now let’s see what the coefficients look like for large γ (this corresponds to large ρ, where the higher powers
dominate). In this regime the recursion formula says

bγ+1

bγ
→ 1

γ

This means that the infinite series will converge to eρ that blows up for large ρ and is not permitted by quantum
mechanics.
There is only one way out of this dilemma: The series must truncate. There must occur some maximal integer, nγ ,

such that

bnγ+1 = 0

(and beyond which all coefficients vanish automatically).

b0 → b1 → b2 → · · · → bnγ →↑ bnγ+1 → · · ·

truncate here (nγ may be 0, 1, 2, · · · )

From equation (18) we evidently have a compulsory condition for β

nγ + l + 1 = β

Defining

n = nγ + l + 1

(the so-called principle quantum number) we have

β = n

i.e., β must take positive integer values to truncate the power series!
Originally, we have no mind of the value of β, it is dimensionless but the value of it is not known in advance.

Finally, the radial wave equation is expressed as

u(ρ) = e−ρ/2

nγ∑
γ=0

bγρ
γ+l+1

while bγ ’s satisfy the recursion relation

bγ+1 =
(γ + l + 1− n)

(γ + l + 2) (γ + l + 1)− l (l + 1)
bγ

B. The property of eigenstates

1. Energy quantization

β determines E through equation (17)

β =
Ze2

~

(
m

2 (−E)

)1/2

= n

thus

E = −Z
2

n2
1

2

e2me2

~2
= −Z

2

n2
1

2

e2

~2/me2

For hydrogen

E = − e2

2a0

1

n2
(19)
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where a0 = ~2/me2 = 0.529Å is the Bohr radius. This is the famous Bohr formula – by any measure the most
important result in all of quantum mechanics. Bohr obtained it in 1913 by a serendipitous mixture of inapplicable
classical physics and premature quantum theory (the Schrödinger equation did not come until 1924). The ground
state (that is, the state of lowest energy) is the case n = 1; putting in the accepted values for the physical constants,
we get

E1 = − e2

2a0
= −13.6 eV

Evidently the binding energy of hydrogen (the amount of energy you would have to impart to the electron in order
to ionize the atom) is 13.6eV . The energy level scheme for hydrogen atom is determined solely by principal quantum
number n

En =
E1

n2
.

For n = 2, the energy for the first excited state is

E2 = −13.6

4
eV = −3.4eV.

2. Angular momentum and degeneracy

The spatial wave function can be explicitly written as

ψ = Rnl(r)Ylm(θ, φ)

with the radial function Rnl(r) is dependent on both n and l. For the spherical harmonics Ylm(θ, φ) we already know
that the eigenvalues of the angular momentum are quantized.

L̂2Ylm(θ, φ) = l (l + 1) ~2Ylm(θ, φ)

L̂zYlm(θ, φ) = m~Ylm(θ, φ)

However, we notice the relation between the quantum numbers

n = nγ + l + 1 ≥ l + 1

For a given n, the possible values of l are

l = 0, 1, 2, · · · , n− 1,

(the electrons are known as s, p, d, f, · · · etc.) and for each l, there are (2l + 1) possible values of m,

m = −l,−l + 1, · · · , l

The spectrum is said to be degenerate if two or more linearly independent eigenfunctions share the same eigenvalue.
The number of linearly independent eigenfunctions is the degeneracy. Evidently in the case of hydrogen atom, the
energy levels depend only on the quantum number n and the other two quantum numbers l and m are irrelevant.
The total degeneracy of the energy level En is thus

d(n) =

n−1∑
l=0

(2l + 1) = n2

The degeneracy will be removed if the spin orbital coupling be considered, which will be discussed later in this course.
Here we show the energy levels and transitions in the spectrum of hydrogen atom in Figure 11. Transitions to the
ground state, first excited state, and the second excited state are known as Lyman, Balmer, and Paschen series,
respectively.
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FIG. 11: The energy levels and transitions in the spectrum of hydrogen atom.

3. The wave function

We are dealing with the Schrödinger equation of hydrogen atom{
− ~2

2m
▽2 +V (r)

}
ψ = Eψ

Evidently the spatial wave functions for hydrogen are labeled by three quantum numbers (n, l, and m):

ψ = Rnl(r)Ylm(θ, φ) =
1

r
e−ρ/2ρl+1

nγ∑
γ=0

bγρ
γYlm(θ, φ)

=
1

r
e−ρ/2ρl+1

(
b0 + b1ρ+ · · ·+ bnγρ

nγ
)
Ylm(θ, φ)

with

bγ+1 =
(γ + l + 1− n)

(γ + l + 2) (γ + l + 1)− l (l + 1)
bγ

It is clear that the lowest power of ρ in Rnl is l, while the highest power is l + nγ = n − 1. The recursion formula
depends on both n and l. We go back to our original notation. Remember that ρ = αr thus

α =

(
8m(−E)

~2

)1/2

=

(
8m

~2
e2

2a0

1

n2

)1/2

=

(
4

a20

1

n2

)1/2

=
2

na0

which gives

ρ = αr =
2r

na0
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and

Rnl(r) =
2

na0
e−

r
na0

n−l−1∑
γ=0

bγ

(
2r

na0

)l+γ

Now we discuss the first few states.

• The ground state n = 1, l = 0, i.e. 1s electron. We have

R10 =
2b0
a0
e−

r
a0

and the constant b0 is found by normalization∫ ∞

0

R2
10r

2dr = 1⇒ a0
2
b20

∫ ∞

0

e−rr2dr = a0b
2
0 = 1⇒ b0 = 1/

√
a0

so

R10 =

(
1

a0

)3/2

2e−
r
a0

It forces l = 0, whence also m = 0

ψ100 = R10Y00 =

(
1

a30

)1/2

2e−
r
a0

1√
4π

Finally we obtain the ground state spatial wave function of hydrogen atom

ψ100 =
1√
πa30

e−
r
a0

This wave function has the following features.

1. It has spherical symmetry;

2. The amplitude exponentially decays with increasing r;

3. The probability for the electron to appear in district r → r + dr is

P (r)dr = |ψ100|2 4πr2dr =
1

πa30
e−

2r
a0 4πr2dr

=
4

a30
e−

2r
a0 r2dr

The most probable value of r occurs at rm determined by (the peak position in the distribution)

∂

∂r

(
e−

2r
a0 r2

)
= 0⇒ rm = a0

(Generally for Rnl with l = n− 1 we have rm = n2a0, n = 1, 2, 3, · · · )
4. Normalization: Both R10 and Y00 are already normalized, so∫∫∫

ψ∗
100ψ100d

3r =

∫ ∞

0

R2
10 (r) r

2dr

∫∫
Y ∗
00Y00dΩ = 1.

• The degenerate first excited state n = 2, l = 0, i.e. 2s electron. The radial part

R20 (r) =

(
1

2a0

)3/2(
2− r

a0

)
e−

r
2a0
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FIG. 12: Graphs of the first few radial functions and the corresponding radial distributions for hydrogen atom.

forces l = 0 and m = 0, so

Y00 (θ, φ) =
1√
4π
.

These two gives the spatial wave function

ψ200 =
1√
4π

(
1

2a0

)3/2(
2− r

a0

)
e−

r
2a0

The probability for electron to appears in district r → r + dr reads

P (r)dr = |ψ200|2 4πr2dr =
r2

8a30

(
2− r

a0

)2

e−
r
a0 dr

The normalization is again automatically done∫∫∫
R∗

20 (r)Y
∗
00R20 (r)Y00r

2drdΩ =

∫ ∞

0

R2
20 (r) r

2dr

∫∫
Y ∗
00Y00 sin θdθdφ = 1
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• The degenerate first excited state n = 2, l = 1, in which case m = 1, 0,−1, i.e. 2p electron.

R21 (r) =

(
1

2a0

)3/2
r√
3a0

e−
r

2a0

Then we have three wave functions

ψ21m = R21(r)Y1m(θ, φ)

with

Y1,±1 = ∓
√

3

8π
sin θ exp (±iφ)

Y1,0 =

√
3

4π
cos θ

We discuss here about the probability distribution in the case of hydrogen atom. We should be very careful about the
probability, which is not simply the square of the wave function. The radial distribution is defined as the probability
for electron to appear in shell r → r + dr (any direction)

P (r)dr = |Rnl(r)|2 r2dr = |unl(r)|2 dr

while the directional distribution is the probability for electron to appear in the region θ → θ + dθ and φ→ φ+ dφ,
i.e. dΩ = sin θdθdφ

|Ylm(θ, φ)|2 dΩ ∝ |Pm
l (cos θ)|2 dΩ

The normalization condition is always satisfied∫∫∫
R∗

nl (r)Y
∗
lmRnl (r)Ylmr

2dr sin θdθdφ

=

∫ ∞

0

R2
nl (r) r

2dr

∫ π

0

∫ 2π

0

Y ∗
lm(θ, φ)Ylm(θ, φ) sin θdθdφ = 1

We show the first few wave functions and the corresponding radial distributions in Figure 12.

4. Summary on the quantum numbers

The Bohr model was a one-dimensional model that used one quantum number to describe the distribution of
electrons in the atom. The only information that was important was the size of the orbit, which was described by
the n quantum number. Schrödinger’s model allowed the electron to occupy three-dimensional space. It therefore
required three coordinates, or three quantum numbers, to describe the orbitals in which electrons can be found.
The three coordinates that come from Schrödinger’s wave equations are the principal (n), angular (l), and magnetic

(m) quantum numbers. These quantum numbers describe the size, shape, and orientation in space of the orbitals on
an atom. For the election of the hydrogen atom, its energy eigenstate is expressed by the wave function ψnlm

ψnlm = Rnl(r)Ylm(θ, φ)

• The principal quantum number (n) describes the size of the orbital. Orbitals for which n = 2 are larger
than those for which n = 1, for example. Because they have opposite electrical charges, electrons are attracted
to the nucleus of the atom. Energy must therefore be absorbed to excite an electron from an orbital in which
the electron is close to the nucleus (n = 1) into an orbital in which it is further from the nucleus (n = 2). The
principal quantum number therefore indirectly describes the energy of an orbital.

En = − e2

2a0

1

n2

• The angular quantum number (l) describes the shape of the orbital. Orbitals have shapes that are best
described as spherical (l = 0), polar (l = 1), or cloverleaf (l = 2) (Figure 13). They can even take on more
complex shapes as the value of the angular quantum number becomes larger.
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FIG. 13: The angular quantum number describes the shape of the orbital.

FIG. 14: The magnetic quantum number describes the orientation of the orbital.

• There is only one way in which a sphere (l = 0) can be oriented in space. Orbitals that have polar (l = 1) or
cloverleaf (l = 2) shapes, however, can point in different directions. We therefore need a third quantum number,
known as the magnetic quantum number (m), to describe the orientation in space of a particular orbital. (It
is called the magnetic quantum number because the effect of different orientations of orbitals was first observed
in the presence of a magnetic field). For example, there is only one orbital in the 2s subshell. But, there are
three orbitals in the 2p subshell because there are three directions in which a p orbital can point. One of these
orbitals is oriented along the X axis, another along the Y axis, and the third along the Z axis of a coordinate
system, as shown in Figure 14. These orbitals are therefore known as the 2px, 2py, and 2pz orbitals.

Problem 5 Zeng Jinyan, Textbook, page 190, 4,5,6

V. SUMMARY ON PART III

The state of a particle in quantum mechanics is described by a wavefunction ψ, while the physical quanti-
ties/observables prove themselves differential operators acting on the wavefunction. Writing out the explicit form
of physical quantity F in Cartesian coordinates, changing the coordinate x and momentum p into corresponding
operators x̂ and p̂x = −i~∂/∂x, we get the operator F̂ (x,−i~∂/∂x) with expectation value

⟨F ⟩ =
∫
ψ∗F̂ψd3r

All physical quantities are changed into and are expressed by Hermitian operators, for which there is a general criterion(
ψ1, Âψ2

)
=
(
Âψ1, ψ2

)
Given an operator F̂ , there is a series of eigenfunctions and eigenvalues

F̂ψn = fnψn

Typical examples of Hermitian operators are the position x̂, the momentum operator p̂, the Hamiltonian operator
Ĥ, and orbital angular momentum L̂ = r̂ × p̂. The eigenfunctions of x̂ and p̂ are gy(x) = δ(x − y) plane waves

ψ = Ae
i
~p·r and the latter can only be normalized by δ-normalization or in a box.
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The quantum mechanics in three dimensional depends heavily on the properties of angular momentum L̂. The
operators L̂2 and L̂z share common eigenfunctions

L̂2Ylm(θ, φ) = l(l + 1)~2Ylm(θ, φ), l = 0, 1, 2 · · ·
L̂zYlm(θ, φ) = m~Ylm(θ, φ), m = −l,−l + 1, · · · , 0, 1, · · · l

where Ylm(θ, φ) are spherical harmonics. For m = 0, they reduce to the Legendre polynomials Yl0(θ, φ) = P l(cos θ).
In a central force field, the solutions are separable into products of a radial part and an angular part ψ (r, θ, φ) =
R (r)Ylm (θ, φ). The radial wavefunctions satisfy the radial wave equation

− ~2

2m

d2

dr2
u(r) +

(
l(l + 1)~2

2mr2
+ V (r)

)
u(r) = Eu(r)

where we have changed the variables such that R(r) = u(r)/r and the additional term l(l+1)~2/2mr2 in the effective
potential is known as centrifugal potential. We can solve the equation for spherical square potential with infinite or
finite barrier height. The solution for infinite spherical well for arbitrary l contains spherical Bessel function

ψnlm(r, θ, ϕ) = Anljl(βnlr/a)Ylm(θ, ϕ)

For finite potential well, we got exactly the same transcendental equation as we encountered in 1D finite potential
well, which permits no solution if V0a

2 < π2~2/8m.
The stationary states in Coulomb potential

V (r) = − 1

4πε0

Ze2

r

gives us the energy levels of hydrogen and hydrogen-like atoms. For the election of the hydrogen atom, its energy
eigenstate is expressed by the wave function

ψnlm = Rnl(r)Ylm(θ, φ)

Solving the radial equation

− ~2

2m

d2u

dr2
+

(
−Ze

2

r
+
l(l + 1)~2

2mr2

)
u = Eu

by truncating the series to finite terms, we get the energy quantization condition - the Bohr’s formula for hydrogen
atom

E = − e2

2a0

1

n2

The ground state of hydrogen lies −13.6eV beneath the zero potential point and the wavefunction is

ψ100 =
1√
πa30

e−
r
a0 , a0 = 0.529Å

The degeneracy of the energy level En is n2. The principal (n), angular (l), and magnetic (m) quantum numbers
describe the size, shape, and orientation in space of the orbitals on an atom.
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In this part we introduce the other formalism of quantum mechanics - the matrix mechanics
developed by Heisenberg. To do this we need some basic knowledge on linear algebra and operator
arithmetical rules. Three essential properties of the eigenfunctions of the Hermitian operators
(reality, orthogonality, and completeness) constitute the frame of matrix mechanics.
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I. OPERATORS AND ITS ARITHMETICAL RULES

A. Hermitian operators

Operators are introduced in quantum mechanics to represent dynamical variables. There exists one-to-one corre-
spondence between dynamical variables (physical quantities) F and operators F̂ . Here we review some basic concepts
by raising some questions.

• How is the operator obtained? Answer: Any physical quantity can be expressed in Cartesian coordinate
F (x, y, z, px, py, pz), one gets the operator by simply replacing the position and momentum by the corresponding

operators F̂ (x̂, ŷ, ẑ, p̂x, p̂y, p̂z).

• What is its function? Answer: Given the state of the system ψ, the expectation value of the physical quantity
can be obtained through ⟨F ⟩ =

∫
ψ∗F̂ψd3r.

• What is a Hermitian operator? It means that ⟨F ⟩ must be real. There is a general criterion for Hermitian

operator
(
ψ1, F̂ψ2

)
=
(
F̂ψ1, ψ2

)
.

• Can we know more than the expectation value? Yes, For a special kind of states which satisfies the equation

F̂ψn = fnψn, we have
⟨
(∆F )

2
⟩
= 0. This is the eigenequation of F̂ .

• Are only Hermitian operators prevail in quantum mechanics? No, in quantum theory different kinds of operators
are used, many of them are not Hermitian (but intimately related to Hermitian operators). A typical example

is Â = d/dx.

In summary, there is a special class of operators which are called Hermitian operators. They are of particular
importance in quantum mechanics because they have the property that all of their eigenvalues are real (proved later).
This is convenient for the measurement outcome of any experiment must be a real number. There are non-Hermitian
operators, but they do not correspond to observable properties. All observable properties are represented by Hermitian
operators (but not all Hermitian operators correspond to an observable property).

B. Multiplication of operators - the commutator

Here we define the algebraic manipulation of operators. The meaning of multiplication of operators Â and B̂ is
that two operators act successively on a wave function

ÂB̂ψ = Â
(
B̂ψ
)

in this sense the multiplication is order-concerned! The commutation relation is the difference of acting results. Here
are some examples:
The most important and fundamental one is the commutator between x̂ and p̂x. For arbitrary state ψ we have

x̂p̂xψ = x

(
−i~ ∂

∂x

)
ψ

p̂xx̂ψ =

(
−i~ ∂

∂x

)
(xψ) = −i~ψ + x

(
−i~ ∂

∂x

)
ψ.

The difference of acting results

(x̂p̂x − p̂xx̂)ψ = i~ψ

is irrelevant with the choice of state, thus

x̂p̂x − p̂xx̂ = i~

We say that operators x̂ and p̂x do not commute (are non-commutative) and obey the above commutation relation,
or, in other words, the commutator between x̂ and p̂x reads

[x̂, p̂x] = i~



4

Take another example, x̂ and p̂y. Clearly

x̂p̂yψ = x

(
−i~ ∂

∂y

)
ψ

p̂yx̂ψ =

(
−i~ ∂

∂y

)
(xψ) = x

(
−i~ ∂

∂y

)
ψ.

(x̂p̂y − p̂yx̂)ψ = 0

or

[x̂, p̂y] = 0

We say that operators x̂ and p̂y commute each other (are commutative).

For any two operators Â and B̂, we can calculate the commutation relation between them
[
Â, B̂

]
. For example,[

x̂, L̂y

]
= x̂L̂y − L̂yx̂ = x̂ (ẑp̂x − x̂p̂z)− (ẑp̂x − x̂p̂z) x̂

= ẑx̂p̂x − x̂2p̂z − ẑp̂xx̂+ x̂p̂zx̂ = ẑ (x̂p̂x − p̂xx̂) = i~ẑ

x̂ and L̂y are non-commutative. Generally, we can see that the operators obey a non-commutative algebra.
There is another question about the Hermiticity of the product of two operators.

Proposition 1 The product of two Hermitian operators are generally not Hermitian, unless they commute each other.

Proof. The Hermitian operator Â satisfies(
ψ1, Âψ2

)
=
(
Âψ1, ψ2

)
or Â† = Â

The product of Â and B̂, however(
ψ1, ÂB̂ψ2

)
=

∫
ψ∗
1Â
(
B̂ψ2

)
d3r =

∫ (
Â†ψ1

)∗ (
B̂ψ2

)
d3r

=

∫ (
B̂†Â†ψ1

)∗
ψ2d

3r =
(
B̂†Â†ψ1, ψ2

)
i.e. (

ÂB̂
)†

= B̂†Â† = B̂Â

That means, the Hermiticity of Â and B̂ can not assure the Hermiticity of their product ÂB̂. The product operator
ÂB̂ is Hermitian only if

B̂Â = ÂB̂

i.e.
[
Â, B̂

]
= 0. The operator L̂x = ŷp̂z − ẑp̂y is composed of 4 Hermitian operators, all of them are Hermitian,

and in the products ŷ and p̂z, ẑ and p̂y are commutative, respectively. Thus L̂x is Hermitian. By the same token,

L̂2 = L̂2
x + L̂2

y + L̂2
z is Hermitian, too.

Now we calculate the commutation relation between the components of the angular momentum. Till now we have
met several vector operators, x̂, p̂ and L̂. The components of x̂, p̂ are commutative evidently

[x̂, ŷ] = 0, etc.

[p̂x, p̂y] = 0, etc.

The operators L̂x and L̂y do not commute, in fact[
L̂x, L̂y

]
= (ŷp̂z − ẑp̂y) (ẑp̂x − x̂p̂z)− (ẑp̂x − x̂p̂z) (ŷp̂z − ẑp̂y)

= ŷp̂z ẑp̂x − ŷp̂zx̂p̂z − ẑp̂y ẑp̂x + ẑp̂yx̂p̂z

− ẑp̂xŷp̂z + x̂p̂z ŷp̂z + ẑp̂xẑp̂y − x̂p̂z ẑp̂y
= ŷp̂x [p̂z, ẑ] + x̂p̂y [ẑ, p̂z] = i~ (x̂p̂y − ŷp̂x) = i~L̂z
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Of course, we could have started out with
[
L̂y, L̂z

]
or
[
L̂x, L̂z

]
, but there is no need to calculate these separately -

we can get them immediately by cyclic permutation of the indices (x̂→ ŷ, ŷ → ẑ, ẑ → x̂)[
L̂x, L̂y

]
= i~L̂z[

L̂y, L̂z

]
= i~L̂x[

L̂z, L̂x

]
= i~L̂y

or [
L̂α, L̂β

]
= i~ϵαβγL̂γ

with ϵαβγ the Levi-Civita permutation symbol. It is an anti-symmetric tensor rank 3 defined as

ϵαβγ = −ϵβαγ = −ϵαγβ
ϵxyz = 1, ϵxxz = 0, etc

They are the fundamental commutation relations for angular momentum; everything else follows from them.
On the other hand, the square of the total angular momentum

L̂2 = L̂2
x + L̂2

y + L̂2
z

does commute with L̂x [
L̂2, L̂x

]
=
[
L̂2
x, L̂x

]
+
[
L̂2
y, L̂x

]
+
[
L̂2
z, L̂x

]
= L̂y

[
L̂y, L̂x

]
+
[
L̂y, L̂x

]
L̂y + L̂z

[
L̂z, L̂x

]
+
[
L̂z, L̂x

]
L̂z

= L̂y

(
−i~L̂z

)
+
(
−i~L̂z

)
L̂y + L̂zi~L̂y + i~L̂yL̂z

= 0

where we have used the result of Problem in the following. It follows that[
L̂2, L̂α

]
= 0, α = x, y, z

Problem 2 Define

L̂± = L̂x ± iL̂y

Show that [
L̂z, L̂±

]
= ±~L̂±[

L̂+, L̂−

]
= 2~L̂z

One can manipulate the operators in many ways, such as summation, product and more generally, given a function
F (x), the power series converge if the derivatives are well defined

F (x) =
+∞∑
n=0

F (n)(0)

n!
xn

the function of operator Â is expressed as

F (Â) =
+∞∑
n=0

F (n)(0)

n!
Ân

Specially for F (x) = eαx one may define

F

(
d

dx

)
= eα

d
dx =

+∞∑
n=0

αn

n!

dn

dxn
.



6

Problem 3 Show that the expectation values of L̂x and L̂y in any eigenstate of L̂z are zero. (Zeng, p133, 13)

Problem 4 Prove the following commutator identity[
ÂB̂, Ĉ

]
= Â

[
B̂, Ĉ

]
+
[
Â, Ĉ

]
B̂

Show that

[x̂n, p̂] = i~nx̂n−1

and more generally that

[f(x̂), p̂] = i~
df

dx

for any function f(x).

II. GENERAL PROPERTIES OF EIGENVALUES AND EIGENFUNCTIONS OF HERMITIAN
OPERATORS

A. Background

We have learnt many eigenfunctions of Hermitian operators:

• For 1D momentum, the eigenfunction is

p̂xψ = −i~ d

dx
ψ = pxψ

where px is the eigenvalue and the eigenfunctions are chosen such that they can be δ-normalized

ψpx(x) =
1√
2π~

e
i
~pxx

where −∞ < px <∞ i.e. the eigenfunctions are innumerable. The 3D momentum eigenfunction takes a similar
form

p̂ψ = −i~▽ψ = (x0px + y0py + z0pz)ψ = pψ

and the eigenfunctions are

ψ =
1

(2π~)3/2
e

i
~ (pxx+pyy+pzz).

• We have also solved the eigenfunctions for the square of angular momentum and its z-component

L̂2Ylm = l(l + 1)~2Ylm
L̂zYlm = m~Ylm

with the eigenvalues l = 0, 1, 2, · · · and m = −l,−l + 1, · · · l and the eigenfunctions are spherical harmonics
Ylm(θ, φ).

• The other example of eigenvalue problem is the eigenequation of Hamiltonian operator, the stationary
Schrödinger equation

Ĥψn = Enψn

Typical exactly solvable models include the simple harmonic oscillator, square potential well, hydrogen atom
etc.
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These examples provide us the information of micro-particle in concrete conditions and play important role in
the construction of the theoretical frame of quantum mechanics. In this section we discuss the general property of
eigenvalues and eigenfunctions of Hermitian operators.
The spectrum of eigenvalues of Hermitian operators fall into two categories: If the spectrum is discrete (i.e., the

eigenvalues are separated from one another) then the eigenfunctions constitute physically realizable states. If the
spectrum continuous, (i.e., the eigenvalues fill out an entire range) then the eigenfunctions are not normalizable, and
they do not represent possible wave functions (though linear combinations of them - involving necessarily a spread in
eigenvalues - may be normalizable).

a Some operators have a discrete spectrum only (for example, the angular momentum, the Hamiltonian for the
harmonic oscillator, square potential well of infinite depth),

b some have only a continuous spectrum (for example, the free particle Hamiltonian, the 1D and 3D momentum
operators),

c and some have both a discrete part and a continuous part (for example, the Hamiltonian for a finite square
well, the spectrum is discrete for E < V0 and continuous for E > V0; the Hamiltonian for the system of nucleus
plus electron, the energy spectrum for hydrogen atom is discrete for E < 0 and continuous for the scattering of
electrons E > 0)

The essence of theory to be developed is the same for the three cases, but more tedious for the third case. We will
presume that the eigenvalues of the system would be entirely discrete here and discuss the situation of continuous
spectrum later through some examples.

B. Reality of eigenvalues

Mathematically, the normalizable eigenfunctions of a Hermitian operator have the following properties:

Theorem 5 Their eigenvalues are real.

Proof. Suppose

F̂ψm = fmψm

Multiplying ψ∗
m from the left, and integrating over entire space, we see∫

ψ∗
m

(
F̂ψm = fmψm

)
d3r

fm =

∫
ψ∗
mF̂ψmd

3r =

∫ (
F̂ψm

)∗
ψmd

3r

=

∫
(fmψm)

∗
ψmd

3r = f∗m

where we have used the property that F̂ is Hermitian and ψm is normalized. Evidently fm are real for all Hermitian
operators.

C. Orthogonality of eigenfunctions

Theorem 6 Two eigenfunctions of the same Hermitian operator with different eigenvalues are orthogonal. Suppose

F̂ψm = fmψm

F̂ψn = fnψn

where fm ̸= fn. Orthogonality means ∫
ψ∗
mψnd

3r = 0
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Proof. F̂ is a Hermitian operator, so ∫
ψ∗
mF̂ψnd

3r =

∫
ψ∗
mF̂ψnd

3r

gives

fn

∫
ψ∗
mψnd

3r = fm

∫
ψ∗
mψnd

3r

i.e.

(fm − fn)
∫
ψ∗
mψnd

3r = 0

Because (fm − fn) ̸= 0, it must be that
∫
ψ∗
mψnd

3r = 0.

1. Examples of orthogonality

Two stationary states with different energy values of the Schrödinger equation are orthogonal, i.e.

Ĥψm = Emψm

Ĥψn = Enψn∫∫∫
ψ∗
mψnd

3r = 0

Spherical harmonics with different indices are orthogonal, i.e.∫∫
Y ∗
lmYl′mdΩ = 0, l ̸= l′

∫∫
Y ∗
lmYlm′dΩ = 0,m ̸= m′

Orthogonality is for different eigenvalue states, while normalization is for the same state. The combination of them
is called orthonormality. ∫

ψ∗
m(r)ψn(r)d

3r = δmn (1)

For example we can write the orthogonality and normalization of spherical harmonics into∫∫
Y ∗
lm(θ, φ)Yl′m′(θ, φ)dΩ = δll′δmm′

If the spectrum of a hermitian operator is continuous, the eigenfunctions are not normalizable, and the proofs of
the above two Theorems fail, because the wavefunctions are not square integrable. For example, the eigenvalues of
1D momentum are real and the eigenfunctions satisfy

∫ (
1√
2π~

e
i
~px

)∗(
1√
2π~

e
i
~p′x

)
dx = δ(p− p′)

i.e. ∫
ψ∗
p(x)ψp′(x)dx = δ(p− p′) (2)

which is strikingly reminiscent of true orthonormality equation (1) - the indices are now continuous variables, and
the Kronecker delta has become a Dirac delta, but otherwise it looks just the same. Equation (2) is called Dirac
orthonormality.
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2. Degenerate case

We here discuss more about the degeneracy of the energy spectrum of Schrödinger equation. If two (or more)
distinct solutions to the (time-independent) Schrödinger equation have the same energy E, these states are said to
be degenerate. For example, the free particle states are doubly degenerate – one solution representing motion to the
right, and the other motion to the left. But we have encountered no normalizable degenerate solutions, and this is
not an accident. We have the following theorem:

Theorem 7 In one dimension there are no degenerate bound states.

Proof. Suppose there are two solutions, ψ1 and ψ2, with the same energy E.

− ~2

2m

d2ψ1

dx2
+ V ψ1 = Eψ1

− ~2

2m

d2ψ2

dx2
+ V ψ2 = Eψ2

Multiply the Schrödinger equation for ψ1 by ψ2, and the Schrödinger equation for ψ2 by ψ1,

− ~2

2m
ψ2
d2ψ1

dx2
+ V ψ2ψ1 = Eψ2ψ1

− ~2

2m
ψ1
d2ψ2

dx2
+ V ψ2ψ1 = Eψ2ψ1

and subtract, we have

− ~2

2m

(
ψ2
d2ψ1

dx2
− ψ1

d2ψ2

dx2

)
= 0

But

d

dx

(
ψ2
dψ1

dx
− ψ1

dψ2

dx

)
= ψ2

d2ψ1

dx2
− ψ1

d2ψ2

dx2

it follows that

ψ2
dψ1

dx
− ψ1

dψ2

dx
= K

where K is a constant. For normalizable solutions ψ → 0 at x→∞, this constant is in fact zero. Thus

ψ2
dψ1

dx
= ψ1

dψ2

dx
⇒ 1

ψ1

dψ1

dx
=

1

ψ2

dψ2

dx

so

lnψ1 = lnψ2 + const.⇒ ψ1 = (constant)ψ2

and hence that the two solutions are not distinct.
Imagine now a bead of mass m that slides frictionlessly around a circular wire ring of circumference L. This is just

like a free particle, except that ψ(x) = ψ(x + L), since x + L is the same point as x. We try to find the stationary
states (with appropriate normalization) and the corresponding allowed energies. From the equation

− ~2

2m

d2ψ

dx2
= Eψ

where x is measured around the circumference, we immediately know the solution is

ψ(x) = Aeikx +Be−ikx, k =
√

2mE/~2.

The boundary condition gives

AeikxeikL +Be−ikxe−ikL = Aeikx +Be−ikx,
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and this is true for all x. In particular, for x = 0

AeikL +Be−ikL = A+B (3)

And for x = π/2k

Aeiπ/2eikL +Be−iπ/2e−ikL = Aeiπ/2 +Be−iπ/2

AeikL +Be−iπe−ikL = A+Be−iπ

or

AeikL −Be−ikL = A−B (4)

Add (3) and (4)

AeikL = A

Either A = 0, or else eikL = 1, in which case kL = 2nπ(n = 0,±1,±2, · · · ). But if A = 0, then Be−ikL = B, leading
to the same conclusion. So for every positive n there are two solutions:

ψ+(x) = Aei(2nπx/L)

ψ−(x) = Be−i(2nπx/L)

The two independent solutions for each energy En correspond to clockwise and counterclockwise circulation (n = 0 is
ok too, but in that case there is just one solution). Normalizing∫ L

0

∣∣ψ+(x)
∣∣2 dx = 1⇒ A = B =

1√
L

Any other solution (with the same energy) is a linear combination of these

ψ±
n =

1√
L
e±i(2nπx/L)

En =
~2k2

2m
=

2n2π2~2

mL2
, n = 0, 1, 2, · · ·

How do we account for this degeneracy, in view of the theorem – that is, why does the theorem fail in this case? The
theorem fails because here ψ does not go to zero at∞; x is restricted to a finite range, and we are unable to determine
the constant K.

Problem 8 Consider the operators

Q̂1 ≡ i
d

dϕ
, Q̂2 ≡

d2

dϕ2

where ϕ is the usual polar coordinate in two dimensions. (These two operators might rise in a physical context if

we were studying the bead-on-a-ring.) Are Q̂1 and Q̂2 Hermitian? Find the eigenfunctions and eigenvalues. Are the
spectra degenerate?

It is always possible to reshuffle these degenerate states so that they are normalized by themselves while orthogonal
to other (the rest) states. Here is an example on how to construct the orthogonal eigenfunctions from the degenerate
states.

Example 9 Suppose that f(x) and g(x) are two eigenfunctions of an operator Q̂, with the same eigenvalue q

Q̂f = qf

Q̂g = qg

It is easy to show that any linear combination of f and g

h(x) = af(x) + bg(x)
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(for arbitrary constants a and b) is itself an eigenfunction of Q̂, with eigenvalue q

Q̂h = Q̂ (af + bg) = aQ̂f + bQ̂g = aqf + bqg = qh.

For example, f(x) = ex and g(x) = e−x are eigenfunctions of the operator d2/dx2, with the same eigenvalue 1

d2

dx2
f =

d2

dx2
ex = ex = f

d2

dx2
g =

d2

dx2
e−x = (−1)2 e−x = g

The simplest orthogonal linear combinations are

sinhx =
1

2

(
ex − e−x

)
=

1

2
(f − g)

coshx =
1

2

(
ex + e−x

)
=

1

2
(f + g)

They are clearly orthogonal, since sinhx is odd while coshx is even.

D. Completeness of eigenfunctions

For a 3D space, three basic vectors x0, y0 and z0 form a orthonormal basis. Any vector can be expressed as a linear
combination of the them. They are “complete”. If one of the basic vectors is missed, we can no more express all the
vectors through the basis. They are “incomplete”.
A periodic function f(x) of period L can be expanded into a Fourier series

f(x) =

∞∑
n=0

an cos
2nπ

L
x+

∞∑
n=1

bn sin
2nπ

L
x

thus the function set
{
cos 2nπ

L x, sin 2nπ
L x

}
serve as a basis and are used to express periodic functions. They are

complete. If one of the above basis, say cos 2π
L x, is missed, they are incomplete and can not express arbitrary periodic

functions at will.

1. Completeness of the eigenfunctions of momentum operator

As an example, we discuss here first the completeness of the eigenfunctions of 1D momentum operator p̂x = −i~ d
dx ,

ψp (x) =
1√
2π~

e
i
~px.

The set {ψp (x)} with −∞ < p < +∞ are complete, i.e. any wave function can be expanded as a superposition of
ψp (x)’s.

ψ (x) =
1√
2π~

∫
ϕ (p) e

i
~pxdp =

∫
ϕ (p)ψp (x) dp

This is nothing but the Fourier transformation between x and p spaces. Inversely, we have

ϕ (p) =
1√
2π~

∫
ψ (x′) e−

i
~px′

dx′ =

∫
ψ∗
p (x

′)ψ (x′) dx′

so

ψ (x) =

∫
dpϕ (p)ψp (x)

=

∫
dp

(∫
dx′ψ∗

p (x
′)ψ (x′)

)
ψp (x)

=

∫
dx′
{∫

dpψ∗
p (x

′)ψp (x)

}
ψ (x′)

=

∫
dx′δ (x′ − x)ψ (x′)
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The completeness of ψp (x) with p a parameter can be expressed as∫
dpψ∗

p (x
′)ψp (x) = δ (x′ − x)

i.e. ∫
1√
2π~

e−
i
~px′ 1√

2π~
e

i
~pxdp =

1

2π~

∫
e

i
~p(x−x′)dp

= δ (x′ − x) .

2. Completeness of spherical harmonics

The spherical harmonics {Ylm (θ, φ)} are complete. Any function F (θ, φ) can be expressed as a superposition of
spherical harmonics

F (θ, φ) =
∑
l,m

cl,mYlm (θ, φ)

The coefficients are

cl,m =

∫∫
Y ∗
l,m (θ′, φ′)F (θ′, φ′) dΩ′

Put it back we have

F (θ, φ) =

∫∫ ∑
l,m

Y ∗
l,m (θ′, φ′)Yl,m (θ, φ)F (θ′, φ′) dΩ′

=

∫∫
δ (θ − θ′) δ (φ− φ′)F (θ′, φ′) dΩ′

therefore the completeness of spherical harmonics is expressed as∑
l,m

Y ∗
l,m (θ′, φ′)Yl,m (θ, φ) = δ (θ − θ′) δ (φ− φ′)

3. Completeness of eigenfunctions of discrete spectrum

Let us check the completeness of eigenfunctions for a simple harmonic oscillator

ψn (x) = Nne
− 1

2α
2x2

Hn (αx)

with α =
√

mω
~ . {ψn} is complete. Any state of simple harmonic oscillator can be expressed as a superposition of

ψn’s

ψ (x) =
∑
n

anψn (x)

and

an =

∫
ψ∗
n (x

′)ψ (x′) dx′

We have

ψ (x) =
∑
n

∫
ψ∗
n (x

′)ψ (x′) dx′ψn (x)

=

∫ ∑
n

ψ∗
n (x

′)ψn (x)ψ (x′) dx′

=

∫
δ (x′ − x)ψ (x′) dx′
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which gives us ∑
n

ψ∗
n (x

′)ψn (x) = δ (x′ − x)

This can be generalized to the complete set of eigenfunctions {un (x)} of a certain operators F̂

F̂ un (x) = fnun (x)

{un (x)} is complete in that any function of the same kind can be developed upon {un (x)}

ψ (x) =
∑
n

cnun (x)

with

cn =

∫
u∗n (x

′)ψ (x′) dx′

The completeness of {un (x)} is expressed as∑
n

u∗n (x
′)un (x) = δ (x′ − x)

4. Summary

The property of completeness is essential to the internal consistency of quantum mechanics, so (following Dirac)
we will take it as an axiom (or, more precisely, as a restriction on the class of Hermitian operators that can represent
observables/dynamical variables)

Axiom 10 The eigenfunctions of an observable operator are complete: Any function can be expressed as a linear
combination of them.

III. GENERALIZED STATISTICAL INTERPRETATION AND UNCERTAINTY PRINCIPLE

We have learnt how to calculate the probability that a particle would be found in a particular location

|ψ(x)|2 dx probability between x and x+ dx

(position measurement), and how to determine the expectation value of any dynamical variables. In the section
about generic problem in quantum mechanics, we have also learnt how to find the possible outcomes of an energy
measurement and their probabilities

Ĥψn = Enψn, ⟨H⟩ =
+∞∑
n=1

|cn|2En

probability of getting En → |cn|2

We are now to state the generalized statistical interpretation, which subsumes all of this and enables you to
figure out the possible results of any measurement and their probabilities.

A. Generalization

If you measure a physical quantity F (x, p) on a particle in the state ψ (x) which is normalized∫
ψ∗ (x)ψ (x) dx = 1,

you are certain to get one of the eigenvalues of the hermitian operator F̂ (x,−i~d/dx).
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• If the spectrum of F̂ is discrete

F̂ un (x) = fnun (x) ,

and {un (x)} is complete, the probability of getting the particular eigenvalue fn associated with orthonormalized
eigenfunction un (x) is

|cn|2 , where cn =

∫
u∗n (x)ψ (x) dx

• If the spectrum is continuous,

F̂ uz(x) = f(z)uz(x)

with real eigenvalues f(z) and associated Dirac-orthonormalized, complete eigenfunctions uz(x), the probability
of getting a result in the range dz is

|c(z)|2 dz, where c(z) =
∫
u∗z (x)ψ (x) dx

Upon measurement, the wavefunction “collapses” to the corresponding eigenstate.

In both cases, the coefficients are calculated by the Fourier’s trick. One can easily check the normalization of the
coefficients and the expectation value. Normalization of ψ now means the total probability (summed over all possible
outcomes) has got to be one ∑

n

|cn|2 = 1

and sure enough, this follows from the normalization of the eigenfunctions

1 =

∫
ψ∗ (x)ψ (x) dx

=

∫ (∑
m

c∗mu
∗
m (x)

)(∑
n

cnun (x)

)
dx

=
∑
n

|cn|2

Similarly, the expectation value of F should be sum over all possible outcomes of the eigenvalues times the probability
of getting that eigenvalue

⟨F ⟩ =
∑
n

|cn|2 fn

Indeed,

⟨F ⟩ =
∫
ψ∗ (x) F̂ψ (x) dx

=

∫ (∑
m

c∗mu
∗
m (x)

)
F̂

(∑
n

cnun (x)

)
dx

=
∑
m

∑
n

c∗mcnfn

∫
u∗m (x)un (x) dx

=
∑
n

|cn|2 fn

So far at least, everything looks consistent.
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B. The hypothesis of measurement in quantum mechanics

In summary we have the hypothesis: For a measurement of physical quantity F̂ on systems described by a wave
function ψ(x)

I The measured result is a statistical one

II The outcome of a single measurement could be nothing but one of the eigenvalues of F̂ , say fn

III The probability of obtaining certain eigenvalue fn is |cn|2 =
∣∣∫ u∗n(x)ψ (x) dx

∣∣2.
IV Mechanism: the system, having interacted with apparatus, has changed its state from original ψ (x) to one of

the eigenstate un(x) of F̂ with a probability |cn|2 and gives a measuring outcome fn.

C. Reproduce of the original statistical interpretation

Can we reproduce, in this language, the original statistical interpretation for position measurements? Sure - it is
real overkill, but worth checking.
A measurement of x on a particle in state ψ must return one of the eigenvalues of x̂. But what are the eigenfunctions

and eigenvalues of x̂? Let gy (x) be the eigenfunction and y the eigenvalue

xgy (x) = ygy (x)

Here y is a fixed number (for any given gy (x)), but x is a continuous variable. What function of x has the property
that multiplying it by x is the same as multiplying it by the constant y? Obviously, it’s got to be zero, except at the
one point x = y; it is nothing but the Dirac delta function

gy (x) = Aδ (x− y)

This time the eigenvalue has to be real; the eigenfunctions are not square-integrable, but again admit Dirac orthonor-
mality ∫ +∞

−∞
g∗y′ (x) gy (x) dx =

∫ +∞

−∞
|A|2 δ (x− y′) δ (x− y) dx

= |A|2 δ (y − y′)

If we pick A = 1, so

gy(x) = δ (x− y) .

We see these eigenfunctions are also complete, any wavefunction ψ(x) can be expanded as

ψ(x) =

∫ +∞

−∞
c (y) gy (x) dy =

∫ +∞

−∞
c (y) δ (x− y) dy

with

c (y) = ψ (y)

so the probability of getting a result in the range dy is

|c (y)|2 dy = |ψ (y)|2 dy

not familiar? Write it as |ψ (x)|2 dx, which is precisely the original statistical interpretation.
What about momentum? We have found that the eigenfunctions of the 1D momentum operator

ψp(x) =
1√
2π~

e
i
~px
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which is also complete and any wavefunction can be expanded as

ψ (x) =
1√
2π~

∫ +∞

−∞
e

i
~pxϕ (p) dp

=
1√
2π~

∫ +∞

−∞
e

i
~pxc (p) dp

where the coefficients is given by the inverse Fourier transformation

c(p) = ϕ (p) =
1√
2π~

∫ +∞

−∞
e−

i
~pxψ (x) dx

and |ϕ (p)|2 dp is the probability that a measurement of momentum would yield a result in the range dp.
In momentum space, the position operator is x̂ = i~∂/∂p. More generally

⟨F (x, p)⟩ =

{ ∫
ψ∗ (x) F̂ (x,−i~ ∂

∂x )ψ (x) dx, in position space∫
ϕ∗ (p) F̂ (i~ ∂

∂p , p)ϕ (p) dp, in momentum space

In principle you can do all calculations in momentum space just as well (though not always as easily) as in position
space.

Problem 11 A particle of mass m is bound in the delta function well

V (x) = −αδ(x).

What is the probability that a measurement of its momentum would yield a value greater than p0 = mα/~? (Griffiths
Example 3.4)

D. Commutative operators and common eigenfunctions

In earlier sections we have met some situations where two or more operators may share eigenfunctions. For example,
the square of angular momentum L̂2 and its z component L̂z do admit complete sets of simultaneous eigenfunctions,
the spherical harmonics Ylm(θ, φ). In the problem of hydrogen atom, the Hamiltonian, the magnitude of the angular
momentum, and the z component of angular momentum are mutually commutative operators, and one can construct
simultaneous eigenfunctions of all three, labeled by their respective eigenvalues n, l,m. In general we have the following
theorem:

Theorem 12 If operators F̂ and Ĝ have common eigenfunctions set {ϕn}, they are commutative.

Proof. Suppose

F̂ ϕn = fnϕn

Ĝϕn = gnϕn

The set {ϕn} is complete, thus any wavefunction can be developed on it

ψ =
∑
n

anϕn

Acting the commutator of F̂ and Ĝ on ψ gives(
F̂ Ĝ− ĜF̂

)
ψ =

(
F̂ Ĝ− ĜF̂

)∑
n

anϕn

=
∑
n

an

(
F̂ Ĝ− ĜF̂

)
ϕn

=
∑
n

an (fngn − gnfn)ϕn = 0
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therefore

F̂ Ĝ− ĜF̂ =
[
F̂ , Ĝ

]
= 0

Let us check the reverse proposition:

Theorem 13 If F̂ and Ĝ are commutative and the eigenfunctions of F̂ in the set {ϕn} are non-degenerate, {ϕn}
must be eigenfunctions of Ĝ.

Proof. Now the premise is

F̂ Ĝ− ĜF̂ = 0

or more precisely

F̂ Ĝϕn − ĜF̂ϕn = 0

which means

F̂
(
Ĝϕn

)
= Ĝfnϕn = fn

(
Ĝϕn

)
(
Ĝϕn

)
is thus an eigenfunction of F̂ with eigenvalue fn. On the other hand, {ϕn} as eigenfunctions of F̂ are non-

degenerate, ϕn and
(
Ĝϕn

)
must be the same states - the difference between them is a constant factor which we shall

call it gn

Ĝϕn = gnϕn

It turns out that {ϕn} are also eigenfunctions of Ĝ, i.e., F̂ and Ĝ have common eigenfunctions.

The case is a little complicated if the eigenfunctions of F̂ or Ĝ are degenerate, we can nevertheless arrive at the
same conclusion. For example, [

L̂2, L̂z

]
= 0

the combinations of spherical harmonics Ylm

ψ1 = a1Y11 + b1Y10 + c1Y1,−1

ψ2 = a2Y11 + b2Y10 + c2Y1,−1

ψ3 = a3Y11 + b3Y10 + c3Y1,−1

are eigenfunctions of L̂2

L̂2ψi = 1(1 + 1)~2ψi

for i = 1, 2, 3 (three-fold degeneracy). Evidently they are not eigenfunctions of L̂z. It is however always possible to

reshuffle them to the eigenfunctions of L̂z, i.e. Y11 can always be expressed as a combination of ψi. The general proof
will be omitted here.

Problem 14 L̂α(α = x, y, z) are non commutative, do they share common eigenstates? If so, what are they?

E. A rigorous proof of the uncertainty relation

Proposition 15 If two Hermitian operators F̂ and Ĝ do not commute,
[
F̂ , Ĝ

]
̸= 0, they have no common eigenfunc-

tion set and their variances obey an uncertainty relation

σ2
F · σ2

G ≥
(

1

2i

⟨[
F̂ , Ĝ

]⟩)2
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Proof. We define

∆F̂ = F̂ − ⟨F ⟩ ,
∆Ĝ = Ĝ− ⟨G⟩

Evidently ∆F̂ and ∆Ĝ are also Hermitian because ⟨F ⟩ and ⟨G⟩ are real. Consider now a positive definite integration

I (ξ) =

∫ ∣∣∣(ξ∆F̂ − i∆Ĝ)ψ∣∣∣2 d3r ≥ 0

where ξ is a real constant parameter. We have

I (ξ) =

∫ (
ξ
(
∆F̂ψ

)∗
+ i
(
∆Ĝψ

)∗)(
ξ
(
∆F̂ψ

)
− i
(
∆Ĝψ

))
d3r

= ξ2
∫ (

∆F̂ψ
)∗ (

∆F̂ψ
)
d3r+

∫ (
∆Ĝψ

)∗ (
∆Ĝψ

)
d3r

− ξi
∫ {(

∆F̂ψ
)∗ (

∆Ĝψ
)
−
(
∆Ĝψ

)∗ (
∆F̂ψ

)}
d3r

= ξ2
∫
ψ∗
(
∆F̂

)2
ψd3r+

∫
ψ∗
(
∆Ĝ

)2
ψd3r

− ξi
∫
ψ∗
(
∆F̂∆Ĝ−∆Ĝ∆F̂

)
ψd3r

Define

a =

∫
ψ∗
(
∆F̂

)2
ψd3r =

⟨(
∆F̂

)2⟩
= σ2

F ≥ 0

c =

∫
ψ∗
(
∆Ĝ

)2
ψd3r =

⟨(
∆Ĝ

)2⟩
= σ2

G ≥ 0

b = i

∫
ψ∗
(
∆F̂∆Ĝ−∆Ĝ∆F̂

)
ψd3r =

⟨
i
[
∆F̂ ,∆Ĝ

]⟩
It is easy to show that the commutator

[
∆F̂ ,∆Ĝ

]
is the same as

[
F̂ , Ĝ

]
. Further more i

[
F̂ , Ĝ

]
is Hermitian operator

(Check it!) so its expectation value b is real. The integral becomes

I (ξ) = aξ2 − bξ + c ≥ 0.

There is no real root for ξ (the parabola doesn’t intersect with the ξ axis), so we must have

b2 − 4ac ≤ 0

i.e.

σ2
F · σ2

G ≥
(

1

2i

⟨[
F̂ , Ĝ

]⟩)2

(5)

or in the notation of standard deviation

σF · σG ≥
1

2

⟨∣∣∣[F̂ , Ĝ]∣∣∣⟩
∆F ·∆G ≥ 1

2

⟨∣∣∣[F̂ , Ĝ]∣∣∣⟩
This is the uncertainty principle in its most general form. (You might think the i makes it trivial – isn’t the right
side of equation (5) negative? No, for the commutator carries its own factor of i, and the two cancel out.)

For example, suppose the first observable is position (F̂ = x̂), and the second is momentum (Ĝ = p̂ = −i~d/dx).
We have already known

[x̂, p̂] = i~
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Accordingly

σ2
x · σ2

p ≥
(

1

2i
i~
)2

=

(
~
2

)2

or, since standard deviations are by their nature positive,

∆x ·∆p ≥ ~/2

That proves the original Heisenberg uncertainty principle, but we now see that it is just one application of a far more
general theorem: There will be an ”uncertainty principle” for any pair of observables whose corresponding operators
do not commute. We call them incompatible observables. Evidently, incompatible observables do not have shared
eigenvectors – at least, they cannot have a complete set of common eigenvectors. Their standard deviations can not
be zero at the same time. Later we will see matrices representing incompatible observables cannot be simultaneously
diagonalized (that is, they cannot both be brought to diagonal form by the same similarity transformation). On
the other hand, compatible observables (whose operators do commute) share a complete set of eigenvectors, and the
corresponding matrices can be simultaneously diagonalized.
As an application we can estimate the ground state energy of a simple harmonic oscillator

Ĥ =
p̂2

2m
+

1

2
mω2x̂2

Apparently we have the expectation values for x̂, p̂

⟨x̂⟩ = 0, ⟨p̂⟩ = 0

so ⟨
(∆p̂)

2
⟩
=
⟨
p̂2
⟩

⟨
(∆x̂)

2
⟩
=
⟨
x̂2
⟩

and

⟨H⟩ = 1

2m

⟨
(∆p̂)

2
⟩
+

1

2
mω2

⟨
(∆x̂)

2
⟩

≥ 1

2m

~2

4
⟨
(∆x̂)

2
⟩ +

1

2
mω2

⟨
(∆x̂)

2
⟩

The minimum value is determined by

∂ ⟨H⟩

∂
⟨
(∆x̂)

2
⟩ = − ~2

8m

1(⟨
(∆x̂)

2
⟩)2 +

1

2
mω2 = 0

which gives (⟨
(∆x̂)

2
⟩
min

)2
=

~2

4m2ω2

so ⟨
(∆x̂)

2
⟩
min

=
~

2mω

Inserting back to the expectation value of Hamiltonian we have

⟨H⟩min =
1

2m

~2

4

2mω

~
+

1

2
mω2 ~

2mω
=

1

2
~ω

which is exactly the ground state energy we have got in the 1D harmonic potential.
For angular momentum we know their components are generally non-commutative. Fortunately we have[

L̂2, L̂α

]
= 0, α = x, y, z

This is why we could have common eigenfunctions of L̂2 and one of the components, say, L̂z, i.e., the spherical
harmonics Ylm(θ, φ) are chosen to represent the angular momentum states.

Problem 16 Zeng Jinyan, page 133, 11, 12, 14.
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IV. LINEAR SPACE - MATHEMATICAL PREPARATION

The purpose of this chapter is to develop the alternative formalism of quantum mechanics – matrix mechanics.
Quantum theory is based on two constructs: wavefunctions and operators. The state of a system is represented by its
wavefunction, observables are represented by operators. Mathematically, wavefunctions satisfy the defining conditions
for abstract vectors, and operators act on them as linear transformation. So the natural language of quantum
mechanics is linear algebra. I begin with a brief survey of linear algebra. Linear algebra abstracts and generalizes the
arithmetic of ordinary vectors, as we encounter them in first-year physics. The generalization is in two directions:
(1) We allow the scalars to be complex, and (2) we do not restrict ourselves to three dimensions (indeed, we shall be
working with vectors that live in spaces of infinite dimension).

A. 3D ordinary space

We are already familiar with 3D space. We will rely upon it and do not repeat the sophisticated definition of linear
space. 3D space has three basis vectors i, j and k and one has defined scalar products of vectors as

R = ai+ bj+ ck

i · i = 1, i ·R = a, etc.

Here we will give the theory with slight formal modification. First, we define the scalar product anew. By new
stipulations on dot-products we can discriminate the two participants, one as ⟨x0|, the other as |x0⟩

i · i = 1⇒ ⟨x0|x0⟩ = 1

and the vector is now expressed as

|R⟩ = a |x0⟩+ b |y0⟩+ c |z0⟩
a = ⟨x0|R⟩ , etc.

The square of norm of |R⟩ is

⟨R|R⟩ = (a ⟨x0|+ b ⟨y0|+ c ⟨z0|) (a |x0⟩+ b |y0⟩+ c |z0⟩)
= a2 + b2 + c2

and similarly, the inner product of |R1⟩ and |R2⟩ is

⟨R1|R2⟩ = (a1 ⟨x0|+ b1 ⟨y0|+ c1 ⟨z0|) (a2 |x0⟩+ b2 |y0⟩+ c2 |z0⟩)
= a1a2 + b1b2 + c1c2.

The real linear space with the definition of inner product is called the Euclidean space or inner product space. Secondly,
we use matrix to represent the vectors. For example, the three basis vectors are expressed as column matrices

|x0⟩ =

 1
0
0

 , |y0⟩ =

 0
1
0

 , |z0⟩ =

 0
0
1


and the vector

|R⟩ = a |x0⟩+ b |y0⟩+ c |z0⟩ =

 a
b
c


Accordingly the left vectors are represented as row matrices

⟨x0| = (1, 0, 0) , ⟨y0| = (0, 1, 0) , ⟨z0| = (0, 0, 1)

⟨R| = (a, b, c)
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θ

φ

y

x

(a,b)

(a’,b’)

FIG. 1: An example of operation.

thus we have the inner products

⟨y0|R⟩ = (0, 1, 0)

 a
b
c

 = b

⟨R1|R2⟩ = (a1, b1, c1)

 a2
b2
c2

 = a1a2 + b1b2 + c1c2

B. Operation onto space

Operation is defined as a regular, ordered and linear deformation of the system with the basis of space untouched.
Here is an example of operation: We rotate the system by an angle φ about z axis, followed by a compression along
z axis by a factor α. The operation changed vector |R⟩ into |T⟩. Suppose

|R⟩ =

 a
b
c

 , |T⟩ =

 a′

b′

c′


From Figure (1) we know

a = l cos θ, b = l sin θ

and

a′ = l cos (θ + φ) = l cos θ cosφ− l sin θ sinφ = a cosφ− b sinφ
b′ = l sin (θ + φ) = l cos θ sinφ+ l sin θ cosφ = a sinφ+ b cosφ

c′ = αc

Write it in matrix form  a′

b′

c′

 =

 cosφ − sinφ 0
sinφ cosφ 0
0 0 α

 a
b
c


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In general the deformation can be expressed as a square matrix

|T⟩ = F |R⟩ , F =

 Fxx Fxy Fxz

Fyx Fyy Fyz

Fzx Fzy Fzz

 .

C. Basis transformation

The same linear space may be expressed by two different orthogonal coordinates/basis sets. A change of basis is
mostly described by a matrix by which the new basis vectors are given as linear combinations of the old basis vectors.
Suppose we have two basis sets

basis 1 : |x0⟩ , |y0⟩ , |z0⟩
basis 2 : |α0⟩ , |β0⟩ , |γ0⟩

A vector can be developed upon both

|R⟩x = a |x0⟩+ b |y0⟩+ c |z0⟩ =

 a
b
c


|R⟩α = ρ |α0⟩+ σ |β0⟩+ τ |γ0⟩ =

 ρ
σ
τ


and one must have

a |x0⟩+ b |y0⟩+ c |z0⟩ = ρ |α0⟩+ σ |β0⟩+ τ |γ0⟩

that is the change of basis will not affect the vector. Multiplying ⟨α0| from the left on the above equation we have

a ⟨α0|x0⟩+ b ⟨α0|y0⟩+ c ⟨α0|z0⟩ = ρ

similarly

a ⟨β0|x0⟩+ b ⟨β0|y0⟩+ c ⟨β0|z0⟩ = σ

a ⟨γ0|x0⟩+ b ⟨γ0|y0⟩+ c ⟨γ0|z0⟩ = τ

Define

Sαx = ⟨α0|x0⟩ , Sαy = ⟨α0|y0⟩ , Sαz = ⟨α0|z0⟩ , etc.

we get  ρ
σ
τ

 =

 Sαx Sαy Sαz

Sβx Sβy Sβz

Sγx Sγy Sγz

 a
b
c


or

|R⟩α = S |R⟩x

where S is the matrix for the basis transformation. The norm of a vector should not depend on the choice of the basis
sets, which means

α ⟨R|R⟩α =x ⟨R|R⟩x

or

(ρ, σ, τ)

 ρ
σ
τ

 = (a, b, c)

 a
b
c


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So S
 a
b
c

T

S

 a
b
c

 =

 a
b
c

T  a
b
c


According to (AB)

T
= BTAT we have

(a, b, c)STS

 a
b
c

 = (a, b, c)

 a
b
c


The matrix S is fixed by the transformation, while the vector (a, b, c) is arbitrary. We thus have

STS = I

i.e., S is an orthogonal matrix.

D. Transformation of operations

Operation F changes vector |R⟩ into |T⟩ = F |R⟩, and this relation should be maintained under a basis transfor-
mation. In basis 1, this change is expressed by

|T⟩x = Fx |R⟩x (6)

or more explicitly  a′

b′

c′

 =

 Fxx Fxy Fxz

Fyx Fyy Fyz

Fzx Fzy Fzz

 a
b
c


In basis 2, it should read

|T⟩α = Fα |R⟩α

or  ρ′

σ′

τ ′

 =

 Fαα Fαβ Fαγ

Fβα Fββ Fβγ

Fγα Fγβ Fγγ

 ρ
σ
τ


Acting the matrix for the basis transformation S onto both sides of equation (6), we have

S |T⟩x = SFxS
TS |R⟩x = Fα |R⟩α

= |T⟩α

we immediately know

Fα = SFxS
T

or  Fαα Fαβ Fαγ

Fβα Fββ Fβγ

Fγα Fγβ Fγγ

 =

 Sαx Sαy Sαz

Sβz Sβy Sβz

Sγx Sγy Sγz

 Fxx Fxy Fxz

Fyx Fyy Fyz

Fzx Fzy Fzz

 Sαx Sβz Sγx

Sαy Sβy Sγy

Sαz Sβz Sγz


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V. MATRIX FORMULATION OF QUANTUM MECHANICS - REPRESENTATION THEORY

A. The idea of representation

Till now, we are used to express the state of micro-system by wave functions ψ (r), and to express the operators
by some mathematical terms p̂x = −i~ ∂

∂x , etc. Is this the unique way to express the quantum phenomena, quantum
rules and laws? In other words, whether all our knowledge of quantum mechanics could only be expressed through
wave functions ψ (r)’s and operators like p̂x = −i~ ∂

∂x?

The answer is no. ψ (r)’s and operators like p̂x = −i~ ∂
∂x are only one way (style) to express (represent) the quantum

theory. They are called coordinate representation (x-representation) of quantum mechanics. We have other ways to
represent quantum theory.
We have already familiarized with the Fourier transformation of ψ (r), i.e., ϕ (p), which can describe the state

precisely just as ψ (r) do. In the ϕ (p) frame, operators are expressed by p̂x = px, x̂ = i~ ∂
∂px

. ϕ (p) and operators

like x̂ = i~ ∂
∂px

could also express the quantum theory effectively and completely just as ψ (r) and p̂x = −i~ ∂
∂x do

(perhaps not so conveniently). They are called momentum representation ( p-representation) of quantum theory.
There are other representations that we are going to discuss in this section.

B. Representation of state

Let Q̂ be an Hermitian operator, its eigenfunctions {un (x)} is a complete orthonormal set. Quantum theory can
be expressed through {un (x)} set and this formulation is called Q-representation.
Premise: {un (x)} set is known and forms a complete orthonormal set. Any wavefunction ψ (x) can be expanded

upon {un (x)} set

ψ (x) =
∑
n

cnun (x)

with

cn =

∫
u∗n (x

′)ψ (x′) dx′.

State function ψ (x) and the set of coefficients {cn} are uniquely connected. That means, given the wave function
ψ (x), the coefficients {cn} are completely known. On the other hand, knowing the coefficients {cn}, the state function
is uniquely determined.
The coefficients {cn} uniquely determine the state of the system just as the wavefunction ψ (x) does. The coefficients
{cn} is called Q-representation of the state.
Formally the Q-representation is expressed as a ”column matrix”, i.e. the N -tuple of the component of a vector
{cn} , with respect to a specified orthonormal basis

ψ =


c1
c2
c3
...


the Hermitian conjugate of ψ is denoted by ψ†

ψ† = ψ̃∗ = (c∗1, c
∗
2, c

∗
3, · · · )

and normalization of ψ (x)∫
ψ∗ (x)ψ (x) dx =

∫ ∑
m

c∗mu
∗
m (x)

∑
n

cnun (x) dx =
∑
n

c∗ncn = 1

is expressed in Q-representation

ψ†ψ = (c∗1, c
∗
2, c

∗
3, · · · )


c1
c2
c3
...

 = 1.
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Similarly inner product of ψ and another vector ϕ

ϕ =
∑
n

anun (x) =


a1
a2
a3
...

 ,

generalizing the dot product in 3D, is the complex number

∫
ψ∗ϕdx = ψ†ϕ = (c∗1, c

∗
2, c

∗
3, · · · )


a1
a2
a3
...

 =
∑
n

c∗nan.

The set of all square integrable functions constitutes a vector space, which physicists call it Hilbert space after David
Hilbert, who studied linear spaces in infinite dimensions. In quantum mechanics, then,

Wave functions live in Hilbert Space.

C. Representation of operators

In Q-representation, the states are expressed by column (row) matrix, how would an operators F̂ be expressed in
Q-representation?
The action of an operators F̂ upon a certain wave function ψ changes it into another function ϕ (x) .

ϕ (x) = F̂ψ (x) .

Both of them can be expanded upon the complete set {un (x)} in Q-representation

ϕ (x) =
∑
n

bnun (x) , ψ (x) =
∑
n

anun (x)

we thus have ∑
n

bnun (x) = F̂
∑
n

anun (x)

Multiplying u∗m (x) and integrating∫ +∞

−∞
u∗m (x)

{∑
n

bnun (x) = F̂
∑
n

anun (x)

}
dx

by means of the orthogonal properties of the eigenfunctions, we get

bm =
∑
n

∫ ∞

−∞
u∗m (x) F̂ un (x) andx =

∑
n

Fmnan.

In matrix form, it is  b1
b2
b3
· · ·

 =

 F11 F12 F13 · · ·
F21 F22 F23 · · ·
F31 F32 F33 · · ·
· · · · · · · · · · · ·


 a1
a2
a3
· · ·


or

ϕ = Fψ.
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The operator F̂ is expressed by a square matrix in Q-representation

F =

 F11 F12 F13 · · ·
F21 F22 F23 · · ·
F31 F32 F33 · · ·
· · · · · · · · · · · ·


with the elements Fmn’s defined by following integration

Fmn =

∫
u∗m (x) F̂ un (x) dx.

D. Property of the matrix of a Hermitian operator

The matrix element Fmn and its conjugate

F ∗
mn =

∫
um

(
F̂ un

)∗
dx =

∫ (
F̂ un

)∗
umdx =

∫
u∗nF̂ umdx

satisfy

F ∗
mn = Fnm

Thus the matrix F representing a Hermitian operator F̂ is a Hermitian matrix

F † = F.

Indeed

F † =

 F11 F12 F13 · · ·
F21 F22 F23 · · ·
F31 F32 F33 · · ·
· · · · · · · · · · · ·


†

=

˜ F11 F12 F13 · · ·
F21 F22 F23 · · ·
F31 F32 F33 · · ·
· · · · · · · · · · · ·


∗

=

 F ∗
11 F ∗

21 F ∗
31 · · ·

F ∗
12 F ∗

22 F ∗
32 · · ·

F ∗
13 F ∗

23 F ∗
33 · · ·

· · · · · · · · · · · ·

 =

 F11 F12 F13 · · ·
F21 F22 F23 · · ·
F31 F32 F33 · · ·
· · · · · · · · · · · ·

 = F

Example 17 As an example, let us try to find the matrix form of angular momentum operator L̂y

L̂y = −i~ cosφ ∂

∂θ
+ i~ cot θ sinφ

∂

∂φ

We choose the common eigenfunctions of
(
L̂2, L̂z

)
for l = 1 as our basis and denote them as (in this case we have

m = 1, 0,−1)

u1 : Y1,1 = −
√

3

8π
sin θeiφ

u2 : Y1,0 =

√
3

4π
cos θ

u3 : Y1,−1 =

√
3

8π
sin θe−iφ

The matrix of L̂y is accordingly a 3× 3 matrix. First let us operate L̂y upon Y1,1

L̂yu1 = L̂yY1,1 = i~
√

3

8π
cosφ cos θeiφ − i~

√
3

8π
cot θ sinφ sin θieiφ

= i~
√

3

8π
cos θ (cosφ− i sinφ) eiφ

=
i~√
2

√
3

4π
cos θ =

i~√
2
Y1,0
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we have ∫∫
u∗1L̂yu1dΩ =

∫∫
Y ∗
1,1L̂yY1,1 (sin θdθdφ) = 0∫∫

u∗2L̂yu1dΩ =

∫∫
Y ∗
1,0L̂yY1,1 (sin θdθdφ) =

i~√
2∫∫

u∗3L̂yu1dΩ =

∫∫
Y ∗
1,−1L̂yY1,1 (sin θdθdφ) = 0

The result of L̂yY1,0 gives

L̂yu2 = L̂yY1,0 = −i~ cosφ
√

3

4π
(− sin θ) = i~

√
3

4π
sin θ cosφ

= i~
√

3

4π
sin θ

(
eiφ + e−iφ

2

)
=

i~√
2

√
3

8π
sin θeiφ +

i~√
2

√
3

8π
sin θe−iφ

= − i~√
2
Y1,1 +

i~√
2
Y1,−1.

and ∫∫
u∗1L̂yu2dΩ =

∫∫
Y ∗
1,1L̂yY1,0 (sin θdθdφ) = −

i~√
2
,∫∫

u∗2L̂yu2dΩ =

∫∫
Y ∗
1,1L̂yY1,0 (sin θdθdφ) = 0∫∫

u∗3L̂yu2dΩ =

∫∫
Y ∗
1,−1L̂yY1,0 (sin θdθdφ) =

i~√
2
,

In summary the matrix form of L̂y is

Ly =

 0 − i~√
2

0
i~√
2

0 − i~√
2

0 i~√
2

0

 .

Operator in its own-representation takes a diagonal form with diagonal elements its eigenvalues. Suppose

Q̂un (x) = qnun (x)

then the matrix element

Qmn =

∫
u∗m (x) Q̂un (x) dx

= qn

∫
u∗m (x)un (x) dx

= qnδmn

which means

Q =

 q1 0 0 · · ·
0 q2 0 · · ·
0 0 q3 · · ·
· · · · · · · · · · · ·

 .

In the above example, we find

Lz =

 ~ 0 0
0 0 0
0 0 −~

 , L2 =

 2~2 0 0
0 2~2 0
0 0 2~2

 .
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E. Matrix formulation of rules of quantum mechanics

Here we state the rules of quantum mechanics in matrix formulation. First, in Q-representation

ψ =
∑
n

cnun (x)

the expectation value of observable F

⟨F ⟩ =
∫
ψ∗F̂ψdx

=

∫ ∑
m

c∗mu
∗
m (x) F̂

∑
n

cnun (x) dx

=
∑
mn

c∗mFmncn

This is expressed in matrix form

(c∗1, c
∗
2, c

∗
3, · · · )

 F11 F12 F13 · · ·
F21 F22 F23 · · ·
F31 F32 F33 · · ·
· · · · · · · · · · · ·


 c1

c2
c3
· · ·

 = ψ†Fψ,

In short the expectation value of an observable F is

⟨F ⟩ =
∫
ψ∗F̂ψdx = ψ†Fψ.

Secondly, we may formulate the eigenvalue equation of operator F̂ in the language of matrix. Starting from the

F̂ψ = λψ

we multiply u∗m (x) and do the integration∫
u∗m (x)

{
F̂
∑
n

cnun (x) = λ
∑
n

cnun (x)

}
dx

immediately we have ∑
n

cn

∫
u∗mF̂ undx = λcm

or ∑
n

Fmncn = λcm

In matrix form it reads  F11 F12 F13 · · ·
F21 F22 F23 · · ·
F31 F32 F33 · · ·
· · · · · · · · · · · ·


 c1

c2
c3
· · ·

 = λ

 c1
c2
c3
· · ·

 .

Thus, eigenequation of operator F̂ is now expressed to find the eigenvalues and eigenvectors of an Hermitian matrix.
An example that finds large amount of utilization is the case that F is a square matrix of finite rows and columns F11 F12 · · · F1k

F21 F22 · · · F2k

· · · · · · · · · · · ·
Fk1 Fk2 · · · Fkk


 c1

c2
· · ·
ck

 = λ

 c1
c2
· · ·
ck

 ,



29

The condition that nontrivial solutions exist requires that∣∣∣∣∣∣∣
F11 − λ F12 · · · F1k

F21 F22 − λ · · · F2k

· · · · · · · · · · · ·
Fk1 Fk2 · · · Fkk − λ

∣∣∣∣∣∣∣ = 0,

which gives an algebraic equation of λ of k-th power, and by solving it, we can find the eigenvalues of F to be the
roots of the algebraic equation

λ1, λ2, · · ·λk.

VI. UNITARY TRANSFORMATION BETWEEN TWO REPRESENTATIONS

In the section Linear Space, we introduced the basic idea of linear algebra, including basis, operation, and the
transformation of them. The vectors transform as

|R⟩α = S |R⟩x

while the operations change according to

Fα = SFxS
T .

In quantum mechanics, the eigenfunctions of Hermitian operators play the role of basis in the function space. It is
naturally to consider the generalization of 3D vectors in two directions as we mentioned earlier: (1) We allow the
components of the vector to be complex in order to represent the wavefunctions. This turns the transformation matrix
S, which is orthogonal for 3D (real) vector space, into a unitary matrix. The transformation is therefore a unitary
one, and (2) instead of working in 3D, our vectors live in spaces of infinite dimension. We will show in this section a
similar transformation of eigenvectors and operators arises naturally in quantum mechanics.

A. Two sets of basis and their relations

Suppose we have two Hermitian operators Â and B̂. Both of them have their own complete orthonormal eigenfunc-
tion sets

Â, {un(x)} u1(x), u2(x), · · ·un(x) · · ·
B̂, {ϕν(x)} ϕ1(x), ϕ2(x), · · ·ϕν(x) · · ·

and form two independent representations, Â representation and B̂ representation. The relation between them can
be established through the relation of the two basis sets {un(x)} and {ϕν(x)}.
Here we use a slightly different method to introduce the transformation matrix (actually it is more often used in

linear algebra textbook), that is, we obtain the matrix element from the transformation of basis vectors. The new
basis vectors in 3D are given as linear combinations of the old ones. Likely, the eigenfunction in the set {un(x)} can
be expanded upon {ϕν(x)}

un(x) =
∑
ν

Sνnϕν(x) (7)

where the coefficients are inner product of two of the basis vectors∫
ϕ∗µ(x)un(x)dx =

∫
ϕ∗µ(x)

∑
ν

Sνnϕν(x)dx = Sµn

The elements of the transformation matrix are thus

Sνn = (ϕν , un)
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This matrix changes the basis vector in representation Â to representation B̂. The orthonormality of the basis vectors
gives ∫

u∗m(x)un(x)dx =

∫ ∑
µ

S∗
µmϕ

∗
µ(x)

∑
ν

Sνnϕν(x)dx =
∑
µ

∑
ν

S∗
µmSνnδµν

=
∑
µ

S∗
µmSµn =

∑
µ

(
S†)

mµ
Sµn =

(
S†S

)
mn

= δmn

i.e.

S†S = I.

Here S† is the hermitian conjugate of S and I is unit matrix. It is too early to say the matrix S is unitary - we need
prove SS† = I (one may think it trivial, however the situation does occur that SS† ̸= S†S). For this purpose we
calculate ∑

n

SµnS
∗
νn =

∑
n

Sµn

(
S†)

nν
=
(
SS†)

µν

=
∑
n

∫
ϕ∗µ(x)un(x)dx

∫
ϕν(x

′)u∗n(x
′)dx′ (8)

On the other hand, the eigenfunction in the set {ϕν(x)} can be expanded upon {un(x)}

ϕν(x
′) =

∑
m

cmum(x′)

with

cm =

∫
u∗m(x′)ϕν(x

′)dx′ = (um, ϕν) = S∗
νm =

(
S†)

mν

Inserting back to the right side of (8), we have(
SS†)

µν
=
∑
n

∫
ϕ∗µ(x)un(x)dx

∫ ∑
m

cmum(x′)u∗n(x
′)dx′

=
∑
n

∫
ϕ∗µ(x)un(x)dx

∑
m

cmδmn

=

∫
ϕ∗µ(x)

∑
n

cnun(x)dx =

∫
ϕ∗µ(x)ϕν(x)dx = δµν

i.e.

SS† = I.

The inverse matrix of S is thus

S−1 = S†

The matrix satisfying this is called unitary matrix, the corresponding transformation is called unitary transformation.
We conclude that the transformation from one representation to another is unitary.

B. Transformation of state from representation Â to B̂

We now check the transformation of the state between two representations. An arbitrary state function ψ(x) has

its Â representation expression as follows

ψ(x) =
∑

n anun(x)

ψ =


a1
a2
a3
...




(A)
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In representation B̂, the same state is depicted as

ψ(x) =
∑

ν bνϕν(x)

ψ =


b1
b2
b3
...




(B)

Now, starting from representation Â, we want to know the expression of ψ in representation B̂. By means of equation
(7)

ψ(x) =
∑
n

anun(x) =
∑
n

an

(∑
ν

Sνnϕν(x)

)

=
∑
ν

(∑
n

(Sνnan)

)
ϕν(x) =

∑
ν

bνϕν(x)

which gives the relation of representation of states in different representations

bν =
∑
n

Sνnan

ψB = SψA

or, in the matrix form  b1
b2
b3
· · ·

 =

 S11 S12 S13 · · ·
S21 S22 S23 · · ·
S31 S32 S33 · · ·
· · · · · · · · · · · ·


 a1
a2
a3
· · ·


Inversely, starting from representation B̂, we know the expression of ψ in representation Â

an =
∑
ν

S†
nνbν

ψA = S†ψB

or

 a1
a2
a3
· · ·

 =

 S∗
11 S∗

21 S∗
31 · · ·

S∗
12 S∗

22 S∗
32 · · ·

S∗
13 S∗

23 S∗
33 · · ·

· · · · · · · · · · · ·


 b1

b2
b3
· · ·


We notice that the matrix elements are now complex (wavefunction is in nature complex) and the matrix itself is
unitary (in ordinary 3D vector space it is real and orthonormal).

C. Transformation of operators

In representation Â, an operator F̂ is expressed by a square matrix

FA =

 F11 F12 F13 · · ·
F21 F22 F23 · · ·
F31 F32 F33 · · ·
· · · · · · · · · · · ·


with the elements

Fmn =

∫
u∗m (x) F̂ un (x) dx.
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In representation B̂ the matrix is

FB =

 F ′
11 F ′

12 F ′
13 · · ·

F ′
21 F ′

22 F ′
23 · · ·

F ′
31 F ′

32 F ′
33 · · ·

· · · · · · · · · · · ·


and the elements are defined as

F ′
µν =

∫
ϕ∗µ (x) F̂ ϕν (x) dx.

Inserting back the expansion

ϕν(x) =
∑
n

(
S†)

nν
un(x) =

∑
n

S∗
νnun(x)

ϕ∗µ(x) =
∑
m

Sµmu
∗
m(x)

we have

F ′
µν =

∫ ∑
m

Sµmu
∗
m(x)F̂

∑
n

S∗
νnun(x)dx

=
∑
mn

Sµm

(∫
u∗m(x)F̂ un(x)dx

)
S∗
νn

=
∑
mn

SµmFmn

(
S†)

nν

The operator then changes according to

FB = SFAS
† = SFAS

−1

which is reminiscent of the transformation of operation in 3D space, in that case the transformation matrix S is
orthonormal. We immediately have the transformation from representation B̂ to representation Â

FA = S†FBS = S−1FBS

Example 18 Suppose we have a miscrosystem with orbital angular momentum with eigenvalue 1(1+1)~2. We choose

the common eigenfunctions of L̂2, L̂z as representation Â

u1 = Y1,1(θ, φ)

u2 = Y1,0(θ, φ)

u3 = Y1,−1(θ, φ)

The operator L̂y in this representation is a 3× 3 matrix

Ly =

 0 − i~√
2

0
i~√
2

0 − i~√
2

0 i~√
2

0


The representation B̂ is chosen as the common eigenfunctions of L̂2, L̂y. We now try to find the matrix form of L̂y

in representation B̂. Obviously, we should have already know the result - L̂y in its own representation is a diagonal
matrix with the diagonal elements its eigenvalues.

Solution 19 Step 1. Solve the eigenvalue problem of L̂y in Â representation. Eigenvalues of L̂y are determined by∣∣∣∣∣∣∣
0− λ − i~√

2
0

i~√
2

0− λ − i~√
2

0 i~√
2

0− λ

∣∣∣∣∣∣∣ = 0
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which gives

−λ3 − i2~2

2
λ− i2~2

2
λ = 0

λ3 − ~2λ = 0

The three eigenvalues are ~, 0,−~ respectively.

• The eigenvector corresponding to ~ is obtained by solving the equations

i~√
2

 0 −1 0
1 0 −1
0 1 0

 a
b
c

 = ~

 a
b
c


which are reduced to

−i√
2
b = a

i√
2
(a− c) = b

i√
2
b = c

with solutions

a = −c, b =
√
2ia

The normalization of the eigenvector gives

aa∗ + bb∗ + cc∗ = 1

or

aa∗ + 2aa∗ + aa∗ = 1

aa∗ =
1

4

thus

a =
1

2
eiφ

We take φ = 0

a =
1

2
, b =

i√
2
, c = −1

2

and obtain the eigenvector

ϕ1 =

 1
2
i√
2

−1
2


• The equations corresponding to eigenvalue 0 are

i~√
2

 0 −1 0
1 0 −1
0 1 0

 a
b
c

 = 0

 a
b
c


So

b = 0, a− c = 0
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The normalization gives

aa∗ + bb∗ + cc∗ = 1

2aa∗ = 1

We thus have

a =
1√
2
eiφ

again we take φ = 0, and

a = c =
1√
2

The corresponding eigenvector is

ϕ2 =

 1√
2

0
1√
2


• For the eigenvalue −~

i~√
2

 0 −1 0
1 0 −1
0 1 0

 a
b
c

 = −~

 a
b
c


We have

−i√
2
b = −a

i√
2
(a− c) = −b

i√
2
b = −c

a = −c, b = −
√
2ia

It is easy to repeat the procedure above and find the eigenvector

ϕ3 =

 1
2
− i√

2

−1
2


Step 2. Determine the new basis and transformation coefficients. In representation B̂ the new basis are chosen as

ϕ1, ϕ2, ϕ3, and they can be expanded as ϕν(x) =
∑

n

(
S†)

nν
un(x)

ϕ1 = S†
11u1 + S†

21u2 + S†
31u3

=
1

2
u1 +

i√
2
u2 −

1

2
u3

We easily obtain the transformation matrix

S† =

 S†
11 S†

12 S†
13

S†
21 S†

22 S†
23

S†
31 S†

32 S†
33

 =


1
2

1√
2

1
2

i√
2

0 − i√
2

− 1
2

1√
2
−1

2


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which is just writing the three basis to form one square matrix with its hermitian conjugate

S =


1
2 − i√

2
−1

2
1√
2

0 1√
2

1
2

i√
2
−1

2

 .

i.e. Sνn = (ϕν , un).
Step 3. Running the transformation through. The states change as

ψB = SψA

so in representation B̂ the eigenvectors are as expected

(ϕ1)B =


1
2 − i√

2
−1

2
1√
2

0 1√
2

1
2

i√
2
−1

2


 1

2
i√
2

−1
2

 =

 1
0
0



(ϕ2)B =


1
2 − i√

2
−1

2
1√
2

0 1√
2

1
2

i√
2
−1

2


 1√

2

0
1√
2

 =

 0
1
0



(ϕ3)B =


1
2 − i√

2
−1

2
1√
2

0 1√
2

1
2

i√
2
−1

2


 1

2
− i√

2

− 1
2

 =

 0
0
1


And the operator L̂y transforms as

(L̂y)B = S(L̂y)AS
−1

=


1
2 − i√

2
−1

2
1√
2

0 1√
2

1
2

i√
2
−1

2


 0 − i~√

2
0

i~√
2

0 − i~√
2

0 i~√
2

0




1
2

1√
2

1
2

i√
2

0 − i√
2

−1
2

1√
2
− 1

2


=


1
2 − i√

2
−1

2
1√
2

0 1√
2

1
2

i√
2
−1

2


 ~

2 0 −~
2

i~√
2

0 i~√
2

−~
2 0 ~

2

 =

 ~ 0 0
0 0 0
0 0 −~


We summarize the result of representation transformation in the following table.

Representation Â : {un(x)} Representation B̂ : {ϕν(x)}

State ψ ψA =


a1
a2
a3
· · ·

 , ak = (uk, ψ) ψB =


b1
b2
b3
· · ·

 , bν = (ϕν , ψ)

Operator F̂ FA =

 F11 F12 · · ·
F21 F22 · · ·
· · · · · · · · ·

 , FB =

 F ′
11 F ′

12 · · ·
F ′
21 F ′

22 · · ·
· · · · · · · · ·

 ,

Fmn = (um, F̂ un) Fµν = (ϕµ, F̂ ϕν)

State transformation ψA = S†ψB ψB = SψA

Operator transformation FA = S†FBS = S−1FBS FB = SFAS
† = SFAS

−1

Transformation matrix S† =

 S†
11 S†

12 · · ·
S†
21 S†

22 · · ·
...

...
. . .

 , S =

 S11 S12 · · ·
S21 S22 · · ·
· · · · · · · · ·

 ,

S†
nµ = (un, ϕµ) Sµn = (ϕµ, un)

Problem 20 Zeng Jinyan, textbook, page 133, 15.
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VII. DIRAC’S NOTATION

The theory of linear vector spaces had, of course, been known to mathematicians prior to the birth of quantum
mechanics, but Dirac’s way of introducing vector spaces has many advantages, especially from the physicist’s point
of view. Like a vector in 3D lives “out there in space”, independent of anybody’s choice of coordinates, the state of
a system in quantum mechanics is represented by a vector, that lives “out there in Hilbert space”. We can express
the wavefunction by means of ψ(x) in position space, ϕ(p) in momentum space, or cn in Q̂-representation with bases
{un (x)}. But it’s all the same state, ψ(x), ϕ(p), and cn contain exactly the same information.

A. States

Detached from concrete representations, Dirac’s notation for a physical state represented by a state vector in a
complex vector space is called a ket and denoted by |α⟩. The vector space is a ket space. We can also introduce the
notion of a bra space, a vector space dual to the ket space. We postulate that corresponding to every ket |α⟩ there
exists a bra, denoted by ⟨α|, in this dual, or bra, space. In Q̂-representation the ket vector |α⟩ is a column matrix

|α⟩ =


a1
a2
a3
· · ·


while the bra vector is a row matrix (the hermitian conjugate of the column matrix)

⟨α| = (a∗1, a
∗
2, a

∗
3, · · · )

The inner product of a bra and a ket is written as a bra standing on the left and a ket standing on the right, for
example,

⟨β|α⟩ = (⟨β|) · (|α⟩)
bra (c) ket

This product is, in general, a complex number

⟨β|α⟩ = b∗1a1 + b∗2a2 + b∗3a3 + · · · b∗nan + · · · =
∑
n

b∗nan

Evidently ⟨β|α⟩ and ⟨α|β⟩ are complex conjugates of each other

⟨α|β⟩ = ⟨β|α⟩∗

We immediately deduce that ⟨α|α⟩ must be a real number. Furthermore ⟨α|α⟩ ≥ 0, where the equality sign holds
only if |α⟩ is a null ket. This is sometimes known as the postulate of positive definite metric, which is essential for
the probabilistic interpretation of wavefunctions. Two kets |α⟩ and |β⟩ are said to be orthogonal if

⟨α|β⟩ = 0

Given a ket which is not a null ket, we can form a normalized ket |α̃⟩, where

|α̃⟩ =

(
1√
⟨α|α⟩

)
|α⟩

with the property

⟨α̃|α̃⟩ = 1

Quite generally,
√
⟨α|α⟩ is known as the norm of |α⟩, analogous to the magnitude of a vector in Euclidean vector

space.
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B. Rules

In Dirac’s notation, the basic rules of quantum mechanics look much simpler. Suppose we have discrete eigenvalue
spectrum {un (x)} or in Dirac’s notation {|n⟩}. The orthonormality reads

⟨m|n⟩ = δmn

The completeness of the spectrum means that any ket |ψ⟩ can be expanded as

|ψ⟩ =
∑
n

cn |n⟩

where

cn = ⟨n|ψ⟩

Inserting this back we find

|ψ⟩ =
∑
n

|n⟩ ⟨n|ψ⟩

so ∑
n

|n⟩ ⟨n| = 1 (9)

which is the property of completeness in Dirac’s notation. For continuous spectrum {uz (x)} (or {|z⟩}) the orthonor-
mality and completeness are expressed as

⟨z|z′⟩ = δ (z − z′)∫
dz |z⟩ ⟨z| = 1

The eigen-problem of operator F̂ is written as

F̂ |n⟩ = fn |n⟩

The time-dependent Schrödinger equation takes the form of

i~
d

dt
|Ψ⟩ = Ĥ |Ψ⟩

whereas the stationary equation is

Ĥ |n⟩ = En |n⟩ .

As an example of application of the completeness, we notice that equation (9) is often inserted into appropriate

position to simplify the calculation. Suppose the operator F̂ transforms ket |ψ⟩ into |ϕ⟩

|ϕ⟩ = F̂ |ψ⟩

Inserting the completeness of {|n⟩} into the above equation twice∑
n

|n⟩ ⟨n|ϕ⟩ =
∑
n

F̂ |n⟩ ⟨n|ψ⟩

Multiply the bra ⟨m| from the left and notice ⟨m|n⟩ = δmn, we have

⟨m|ϕ⟩ =
∑
n

⟨m| F̂ |n⟩ ⟨n|ψ⟩

Here ⟨m| F̂ |n⟩ is the Dirac notation of the matrix elements Fmn.
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C. |n⟩

The occupation-number representation of the simple harmonic oscillator is very useful in representing quantum
theory. We change the notation for raising and lowering operators into â† and â, which are known as the creation
and annihilation operator for a particle with energy unit ~ω. Let |n⟩ be the eigenvector of Hamiltonian

Ĥ = ~ω
(
â†â+

1

2

)
= ~ω

(
N̂ +

1

2

)
with eigenvalue

En =

(
n+

1

2

)
~ω

The physical meaning of |n⟩ is thus there are n particles in the state |n⟩ and this representation is known as the
occupation-number representation. The operator â (â†) annihilate (create) one particle in the state

â |n⟩ =
√
n |n− 1⟩

â† |n⟩ =
√
n+ 1 |n+ 1⟩

For the ground state |0⟩

â |0⟩ = 0

so the first excited state can be generated from it

|1⟩ = â† |0⟩

and we can generate any state |n⟩ from |0⟩

|n⟩ = 1
√
n!

(
â†
)n |0⟩

Simple harmonic oscillator provides us an example of representing wavefunctions and operators. The basis in this
example is the eigenvectors {|n⟩} and the matrix elements of operators are given by

Fmn = ⟨m| F̂ |n⟩

For example, the matrix elements for the annihilation operator are

⟨n′| â |n⟩ =
√
nδn′,n−1

while for creation operator

⟨n′| â† |n⟩ =
√
n+ 1δn′,n+1

In matrix form they are

a =


0
√
1 0 0 · · ·

0 0
√
2 0 · · ·

0 0 0
√
3 · · ·

0 0 0 0 · · ·
· · · · · · · · · · · · · · ·



a† =


0 0 0 0 · · ·√
1 0 0 0 · · ·
0
√
2 0 0 · · ·

0 0
√
3 0 · · ·

· · · · · · · · · · · · · · ·


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and the number operator N̂ = â†â is

N =


0 0 0 0 · · ·
0 1 0 0 · · ·
0 0 2 0 · · ·
0 0 0 3 · · ·
· · · · · · · · · · · · · · ·

 .

D. Application

We discuss here a crude model for (among other things) neutrino oscillations.

Example 21 Imagine a system in which there are just two linearly independent states:

|1⟩ =

(
1

0

)
, and |2⟩ =

(
0

1

)
The most general state is a normalized linear combination

|Ψ⟩ = a |1⟩+ b |2⟩ =

(
a

b

)
, with a2 + b2 = 1.

The Hamiltonian can be expressed as a hermitian matrix; suppose it has the specific form

H =

(
h g

g h

)

where g and h are real constants. If the system starts out (at t = 0) in state |1⟩, what is its state at time t?

Solution 22 The time-dependent Schrödinger equation says

i~
d

dt
|Ψ⟩ = Ĥ |Ψ⟩

as always, we begin by solving the time-independent Schrödinger equation

Ĥ |ψ⟩ = E |ψ⟩

that is, we look for the eigenvectors and eigenvalues of Ĥ. The characteristic equation determines the eigenvalues∣∣∣∣∣ h− E g

g h− E

∣∣∣∣∣ = 0⇒ (h− E)
2 − g2 = 0⇒ h− E = ∓g ⇒ E± = h± g

Evidently the allowed energies are (h+ g) and (h− g). To determine the eigenvectors, we write(
h g

g h

)(
α

β

)
= (h± g)

(
α

β

)
⇒ hα+ gβ = (h± g)α⇒ β = ±α

so the normalized eigenvectors are

|ψ±⟩ =
1√
2

(
1

±1

)
Next we expand the initial state as a linear combination of eigenvectors of the Hamiltonian

|Ψ(0)⟩ =

(
1

0

)
=

1√
2
(|ψ+⟩+ |ψ−⟩)
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Finally we tack on the standard time-dependence exp (−iEnt/~)

|Ψ(t)⟩ = 1√
2

(
e−i(h+g)t/~ |ψ+⟩+ e−i(h−g)t/~ |ψ−⟩

)
=

1

2

(
e−i(h+g)t/~

(
1

1

)
+ e−i(h−g)t/~

(
1

−1

))

=
1

2
e−iht/~

(
e−igt/~ + eigt/~

e−igt/~ − eigt/~

)

= e−iht/~

(
cos (gt/~)
−i sin (gt/~)

)

In the model of neutrino oscillation |1⟩ represents the electron neutrino, and |2⟩ the muon neutrino; if the Hamiltonian
has a non-vanishing off-diagonal term g, then in the course of time the electron neutrino will turn into a muon
neutrino, and back again. In 2002 Nobel Prize in Physics was awarded with one half jointly to: Raymond Davis
Jr, Department of Physics and Astronomy, University of Pennsylvania, Philadelphia, USA, and Masatoshi Koshiba,
International Center for Elementary Particle Physics, University of Tokyo, Japan, “for pioneering contributions to
astrophysics, in particular for the detection of cosmic neutrinos”. In order to increase sensitivity to cosmic neutrinos,
Koshiba constructed a larger detector, Super Kamiokande, which came into operation in 1996. This experiment
has recently observed effects of neutrinos produced within the atmosphere, indicating a completely new phenomenon,
neutrino oscillations, in which one kind of neutrino can change to another type. This implies that neutrinos have a
non-zero mass, which is of great significance for the Standard Model of elementary particles and also for the role that
neutrinos play in the universe.

E. Projection operators

The license to treat bras as separate entities in their own right allows for some powerful and pretty notation. For
example, if |α⟩ is a normalized vector, the operator

P̂ ≡ |α⟩ ⟨α|

picks out the component of any other vector that “lies along” |α⟩

P̂ |β⟩ = ⟨α|β⟩ |α⟩

we call it the projection operator onto the one-dimensional subspace spanned by |α⟩. It is easy to show that projection

operators are idempotent: P̂ 2 = P̂

P̂ 2 |β⟩ = P̂
(
P̂ |β⟩

)
= P̂ ⟨α|β⟩ |α⟩ = ⟨α|β⟩

(
P̂ |α⟩

)
= ⟨α|β⟩ ⟨α|α⟩ |α⟩ = ⟨α|β⟩ |α⟩ = P̂ |β⟩

To say two operators are equal means that they have the same effect on all vectors. Since P̂ 2 |β⟩ = P̂ |β⟩ for any

vector |β⟩, P̂ 2 = P̂ .

One may also determine the eigenvalues and eigenvectors of P̂ . If |γ⟩ is an eigenvector of P̂ with eigenvalue λ, then

P̂ |γ⟩ = λ |γ⟩

and it follows that

P̂ 2 |γ⟩ = λP̂ |γ⟩ = λ2 |γ⟩

But P̂ 2 = P̂ , and |γ⟩ ̸= 0, so λ2 = λ, and hence the eigenvalues of P̂ are 0 and 1. Any (complex) multiple of |α⟩ is
an eigenvector of P̂ , with eigenvalue 1; any vector orthogonal to |α⟩ is an eigenvector of P̂ , with eigenvalue 0.

Let Q̂ be an operator with a complete set of orthonormal eigenvectors Q̂ |n⟩ = qn |n⟩. We can show that Q̂ can be
written in terms of its spectral decomposition

Q̂ =
∑
n

qn |n⟩ ⟨n|
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An operator is characterized by its action on all possible vectors, so what we must show is that for any vector

Q̂ |α⟩ =

{∑
n

qn |n⟩ ⟨n|

}
|α⟩

Indeed we expand |α⟩ as |α⟩ =
∑

n cn |n⟩ with cn = ⟨n|α⟩,

Q̂ |α⟩ =
∑
n

Q̂cn |n⟩ =
∑
n

⟨n|α⟩ qn |n⟩ =

(∑
n

qn |n⟩ ⟨n|

)
|α⟩

so

Q̂ =
∑
n

qn |n⟩ ⟨n| .

Problem 23 Griffiths, page 123, 3.22, 3.23, 3.26, 3.35 (example), 3.37.

VIII. CONSERVATION LAW AND SYMMETRY

In classical mechanics, these exist many conservation laws of dynamical variables, such as energy conservation,
momentum conservation, etc. These conservation laws are closely connected with symmetries of the system. In quan-
tum mechanics, the corresponding conservation law still hold and the relation between conservations and symmetries
remains the same.

A. Constant of motion

Let us first check how the expectation value of operator changes with time. Consider the mean value of a certain
dynamical variable F̂

⟨F ⟩ =
∫

Ψ∗F̂Ψd3r

on a state Ψ(r, t) which satisfies the time dependent Schrödinger equation

i~
∂Ψ

∂t
= ĤΨ

The time derivative is calculated as

d

dt
⟨F ⟩ = d

dt

∫
Ψ∗F̂Ψd3r

=

∫ (
∂Ψ

∂t

)∗

F̂Ψd3r +

∫
Ψ∗

(
∂F̂

∂t

)
Ψd3r +

∫
Ψ∗F̂

(
∂Ψ

∂t

)
d3r

=

∫
Ψ∗

(
∂F̂

∂t

)
Ψd3r +

∫ (
1

i~
ĤΨ

)∗

F̂Ψd3r +

∫
Ψ∗F̂

(
1

i~
ĤΨ

)
d3r

=

∫
Ψ∗

(
∂F̂

∂t
+

1

i~

[
F̂ , Ĥ

])
Ψd3r

If operator F̂ satisfy the operator relation

∂F̂

∂t
+

1

i~

[
F̂ , Ĥ

]
= 0

Then d ⟨F ⟩ /dt = 0 and F̂ is called a constant of motion. Generally, the operator doesn’t rely on time, ∂F̂/∂t = 0, so
the criterion for a dynamical variable to be a constant of motion is[

F̂ , Ĥ
]
= 0
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That is, if
[
F̂ , Ĥ

]
= 0, the expectation value of F̂ on any state does not depend on time. Furthermore, we can

show the probability distribution of finding eigenvalues of F̂ is independent of time. We can choose the common
eigenfunction set of F̂ and Ĥ (this is possible because they commute each other) {un,µ}

Ĥun,µ = Enun,µ

F̂ un,µ = fµun,µ.

as our complete and orthonormal basis, with ∫
u∗n,µum,νd

3r = δmnδµν

Thus any state can be expanded upon them

ψ(r) =
∑
n,µ

cn,µun,µ

Ψ(r, t) =
∑
n,µ

cn,µun,µe
− i

~Ent,

and the expectation value of F̂ on state Ψ(r, t) is

⟨F ⟩ =
∫

Ψ∗(r, t)F̂Ψ(r, t)d3r

=

∫ ∑
n,µ

c∗n,µu
∗
n,µe

i
~Ent

∑
m,ν

fνcm,νum,νe
− i

~Emtd3r

=
∑
n,µ

c∗
n,µ
cn,µfµ =

∑
n,µ

∣∣cn,µ

∣∣2 fµ
The probability of a measurement giving result fµ, that is

∣∣cn,µ

∣∣2, is therefore independent of time for given n.

B. Several typical cases of constant of motion

(a) Momentum conservation: If the space is homogeneous (free particle), or the particle feels no potential, the
momentum is conserved

Ĥ =
1

2m
p̂2

obviously [
p̂, Ĥ

]
= 0.

(b) Angular momentum conservation: If the space is isotropic (central force field), e.g. the particle feels the same
potential in any direction

Ĥ =
1

2m
p̂2 + V (r)

= − ~2

2m

1

r2
∂

∂r
(r2

∂

∂r
) +

L̂2

2mr2
+ V (r)

with

L̂2 = −~2
{

1

sin θ

∂

∂θ
(sin θ

∂

∂θ
) +

1

sin2 θ

∂2

∂φ2

}
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The angular momentum operator and its components contain only θ and φ, and has nothing to do with r. Thus[
Ĥ, L̂2

]
= 0

and [
Ĥ, L̂x

]
=
[
Ĥ, L̂y

]
=
[
Ĥ, L̂z

]
= 0

i.e. the angular momentum is conserved, including its three components.

(c) Energy conservation: If the Hamiltonian itself Ĥ doesn’t depend on t, then evidently[
Ĥ, Ĥ

]
= 0

which is the conservation of energy in quantum mechanics.

(d) Parity conservation: Define an operation of space inversion r→ −r

P̂Ψ(r, t) = Ψ(−r, t)

P̂ is known as the parity operator. We have

P̂ 2Ψ(r, t) = P̂Ψ(−r, t) = Ψ(r, t)

i.e. the eigenvalues of P̂ 2 is 1 and the eigenvalues for P̂ is ±1. So

P̂Ψ1 = Ψ1

P̂Ψ2 = −Ψ2

The eigenfunction Ψ1(Ψ2) is known as the even (odd) parity state of the system. If the Hamiltonian is unchanged
under space inversion

Ĥ(−r) = Ĥ(r)

then

P̂
(
ĤΨ(r, t)

)
= Ĥ(−r)P̂Ψ(r, t)

= Ĥ(r)P̂Ψ(r, t)

i.e.

P̂ Ĥ = ĤP̂

Thus the parity is a constant of motion and P̂ and Ĥ share common eigenfunction set, which means that the
eigenfunctions of the system have definite parity and do not change with time. This is the conservation of parity
in quantum mechanics.

Constant of motion is an important point in quantum mechanics. It should not be confused with the con-
cept of stationary state. We emphasize here the distinction between them. Explicitly, the stationary state is a
particular eigenstate of Ĥ. It is the result of separation of variables from the Schrödinger equation

i~
∂Ψ(r, t)

∂t
= ĤΨ(r, t)

which gives the stationary equation

Ĥψ(r) = Eψ(r)

and the time-dependent factor

i~
d

dt
f(t) = Ef(t)
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and

Ψ(r, t) = ψ(r)e−
i
~Et.

The expectation value of any dynamical variable F̂ (constant of motion or not) on a stationary state

⟨F ⟩ =
∫

(ψ(r)e−
i
~Et)∗F̂ (ψ(r)e−

i
~Et)d3r

=

∫
ψ∗(r)F̂ψ(r)d3r

does not change with time. On the other hand, the constant of motion is a particular observable represented by an

operator F̂ that commutes with Ĥ [
F̂ , Ĥ

]
= 0.

The expectation value of a constant of motion on any state (stationary or not)

⟨F ⟩ =
∫

Ψ∗(r, t)F̂Ψ(r, t)d3r

does not change with time.
Here is an additional notes on expectation value of conserved quantities. The conserved quantities do not necessarily

take definite values, unless the system is in one of the eigenstates of that operator. For example, in the case of free
particles, the constant of motion or the conserved quantity is the momentum p, whose eigenstates are plane waves
eip·x/~. The state of a free particle is generally a wave packet, i.e. the superposition of plane waves. The momentum
does not take definite value - there is a probability distribution. Another example is the particle in central force field.
The constant of motion or conserved quantity is the angular momentum L̂

L̂2Ylm(θ, φ) = l(l + 1)~2Ylm(θ, φ)

L̂zYlm(θ, φ) = m~Ylm(θ, φ)

The system may be in a state like ψ = c1Y11(θ, φ) + c2Y20(θ, φ), for example or more generally

ψ =
∑
lm

clmYlm(θ, φ)

which is not an eigenstate of L̂2 and L̂z at all.
Generally the initial condition determines whether the system would stay in the eigenstate of the conserved quantity

at time t. If the system is prepared initially (t = 0) in ψk, one of the eigenstate of conserved quantity F̂ , it will stay
there forever. On the contrary, or more practically, if the system is initially in a combination state (not an eigenstate

of F̂ )

Ψ(r, 0) =
∑
k

ak(0)ψk

at time t it is

Ψ(r, t) =
∑
k

ak(t)ψk

and the probability of finding the particle in one of the eigenstates does not change with time

d

dt
|ak(t)|2 = 0 or |ak(t)|2 = |ak(0)|2

The quantum numbers of conserved quantity F̂ are known as good quantum numbers.
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C. Conservation law and symmetry

Noether’s theorem is an amazing result which lets physicists get conserved quantities from symmetries of the laws
of nature. Time translation symmetry gives conservation of energy; space translation symmetry gives conservation of
momentum; rotation symmetry gives conservation of angular momentum, and so on.
This result, proved in 1915 by Emmy Noether shortly after she first arrived in Göttingen, was praised by Einstein

as a piece of “penetrating mathematical thinking”. It’s now a standard workhorse in theoretical physics.
If someone claims Noether’s theorem says “every symmetry gives a conserved quantity”, they are telling a half-

truth. The theorem only applies to certain classes of theories. In its original version it applies to theories described
by a Lagrangian, and the Lagrangian formalism does most of the work in proving the theorem. There is also a version
which applies to theories described by a Hamiltonian. Luckily, almost all the theories studied in physics are described
by both a Lagrangian and a Hamiltonian.

1. Translation invariance and momentum conservation

A translation operation is defined as a displacement of the system bodily along x-direction by an infinitesimal
segment a so that x → x′ = x + a. Suppose ψ(x) is the original wave function, ψ′(x) is the translated one, D̂(a) is
the translation operator, then

ψ → ψ′(x) = D̂(a)ψ(x)

Evidently translation invariance means that

ψ′(x′) = ψ(x)

i.e.

D̂(a)ψ(x+ a) = ψ(x)

Replacing x with x− a we have

D̂(a)ψ(x) = ψ(x− a) = ψ(x)− adψ
dx

+
1

2!
(−a)2 d

2ψ

dx2
+ · · ·

=
∞∑

n=0

1

n!
(−a)n dn

dxn
ψ(x) = e−a d

dxψ(x)

The translation operator along x by a is thus expressed as

D̂(a) = e−a d
dx = e−

i
~ap̂x

where the infinitesimal operator is nothing but the momentum operator

p̂x = −i~ d

dx

Suppose the space is homogeneous, the Hamiltonian Ĥ = 1
2m p̂2 is invariant by a translation D̂(a)

D̂
(
Ĥψ(x)

)
= ĤD̂ψ(x)

that is

D̂Ĥ = ĤD̂ ⇒
[
D̂, Ĥ

]
= 0⇒

[
p̂x, Ĥ

]
= 0

which is exactly the condition for conservation of momentum. We conclude that homogeneity means conservation of
momentum.
It is easy to show translation operator D̂(a) = e−

i
~ap̂x is unitary. Indeed, the Hermitian conjugate of D̂(a) is

D̂(a)† = e
i
~ap̂x = D̂(a)−1 = D̂(−a)
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so

D̂(a)D̂(a)† = 1

Translation realized by D̂(a) is thus a unitary transformation. Operators are transformed as

F̂ ′ = D̂(a)F̂ D̂(a)
†
.

Generalization to 3D is straightforward.

2. Rotation invariance and orbital angular momentum conservation

Rotate the system bodily around z-axis by an angle α, the wavefunction ψ(r, θ, φ) changes as

ψ → ψ′(r, θ, φ) = R̂(α)ψ(r, θ, φ)

Similarly rotation invariance means that

ψ′(r, θ, φ′) = ψ(r, θ, φ)

R̂(α)ψ(r, θ, φ+ α) = ψ(r, θ, φ)

Replacing φ with φ− α we have

R̂(α)ψ(r, θ, φ) = ψ(r, θ, φ− α)

= ψ(r, θ, φ) + (−α) ∂
∂φ

ψ(r, θ, φ) +
1

2!
(−α)2 ∂

2

∂φ2
ψ(r, θ, φ) + · · ·

=
∞∑

n=0

1

n!
(−α ∂

∂φ
)nψ(r, θ, φ)

= e−α ∂
∂φψ(r, θ, φ)

The rotation operator around z-axis by α is thus expressed as

R̂(α) = e−α ∂
∂φ = e−

i
~αL̂z

where the infinitesimal operator is the z-component of the angular momentum operator

L̂z = −i~ ∂

∂φ

Now we consider an infinitesimal rotation around an arbitrary axis n by α

R(n, α)ψ(r) = ψ(r−△r)

= ψ(r)−△x ∂

∂x
ψ(r)−△y ∂

∂y
ψ(r)−△z ∂

∂z
ψ(r) + · · ·

=
∞∑

n=0

1

n!
(−△ r · ∇)n ψ(r)

As Figure 2 shows, △r = α (n× r)

R(n, α)ψ(r) =

∞∑
n=0

1

n!
(−α)n((n× r) · ∇)nψ(r)

By means of the relation

(A×B) ·C = A · (B×C)



47

r
r+ r

n

r

0

FIG. 2: A rotation around an arbitrary axis n by α.

we know

(n× r) · ∇ = n · (r×∇)

so

R(n, α)ψ(r) =

∞∑
n=0

1

n!
[(−α)n · (r×∇)]n ψ(r)

=
∞∑

n=0

1

n!

[
− i
~
αn · (r× p)

]n
ψ(r)

= e−
i
~α(n·L̂)ψ(r)

The rotation operator around an arbitrary axis n by α is thus expressed as

R(n, α) = e−
i
~α(n·L̂)

More explicitly

n⇒ x0, R(x0, α) = e−
i
~αL̂x

n⇒ y0, R(y0, α) = e−
i
~αL̂y

n⇒ z0, R(z0, α) = e−
i
~αL̂z
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Suppose the Hamiltonian is isotropic or the potential has spherical symmetry (central force field)

Ĥ =
1

2m
p̂2 + V (r)

we thus have [
R(x0, α), Ĥ

]
=
[
R(y0, α), Ĥ

]
=
[
R(z0, α), Ĥ

]
= 0[

L̂x, Ĥ
]
=
[
L̂y, Ĥ

]
=
[
L̂z, Ĥ

]
= 0

i.e. L̂x, L̂y, L̂z are conservatives, so is operator L̂2 = L̂2
x + L̂2

y + L̂2
z. Isotropy thus means the conservation of

momentum. In cases the potential V is invariant under rotation around certain direction, the component of angular
momentum on that direction is conservative. For example, in the case of a cylindric symmetry potential V =
1
2mω

2
⊥(x

2 + y2) + 1
2mω

2
zz

2, L̂z is conservative.
Rotation operator is also a unitary operator and transformation accomplished by such an operator is an unitary

transformation. Indeed

R(n, α) = e−
i
~α(n·L̂)

R†(n, α) = e
i
~α(n·L̂) = R−1(n, α)

and wavefunctions and operators are transformed according to the following rule

ψ(r)⇒ ψ′(r) = R(n, α)ψ(r) = e−
i
~α(n·L̂)ψ(r)

F̂ ⇒ F̂ ′ = R(n, α)F̂R
†
(n, α) = e−

i
~α(n·L̂)F̂ e

i
~α(n·L̂)

3. Conservation laws and symmetry in general

More generally, we consider a linear transformation Q̂, which transforms Ψ into Ψ′ = Q̂Ψ, the Schrödinger equation
in invariant under this transformation, i.e.

i~
∂

∂t
Ψ = ĤΨ and i~

∂

∂t
Ψ′ = ĤΨ′

We have

i~
∂

∂t
Q̂Ψ = ĤQ̂Ψ

Applying Q̂−1 gives

i~
∂

∂t
Ψ = Q̂−1ĤQ̂Ψ = ĤΨ

then

Q̂−1ĤQ̂ = Ĥ ⇒ ĤQ̂ = Q̂Ĥ ⇒
[
Q̂, Ĥ

]
= 0

The symmetric transformation Q̂ forms a symmetric group and the conservation of probability requires that Q̂ is
unitary, i.e. Q̂Q̂† = Q̂†Q̂ = I.
For symmetry transformations that differ infinitesimally from the identity transformation I, we can write

Q̂ = I − iεF̂

where ε is an infinitesimal parameter. The unitary of Q̂ means

Q̂†Q̂ =
(
I + iεF̂ †

)(
I − iεF̂

)
= I − iε

(
F̂ − F̂ †

)
+O(ε2)

= I
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so

F̂ = F̂ †

i.e. F̂ is Hermitian operator, known as the Hermitian generator of Q̂. Then[
Q̂, Ĥ

]
= 0 =⇒

[
F̂ , Ĥ

]
= 0 =⇒ d

dt
⟨F ⟩ = 0

In general, there exists a constant of motion F̂ corresponding to symmetry transformation Q̂.
The following table summarizes the main result in this section.

Symmetry Conserved Quantity

Homogenous Space/Translational Invariance Momentum

Isotropic Space/Rotational Invariance Angular Momentum

Space Inversion Invariance Parity

Time Translation Invariance Energy

IX. SUMMARY ON PART IV

Two cornerstones in quantum mechanics are wavefunctions and operators. In wave mechanics, wavefunctions are
mathematical functions representing wave nature of the micro-particle, while operators are mathematical derivatives
acting on the wavefunctions. There exists a special class of operators in quantum theory - Hermitian operators.
They usually obey a non-commutative algebra and their eigenvalues are real, the eigenfunctions are orthonormal and
complete.
We can nevertheless describe the theory by means of another totally different language - matrix. In matrix me-

chanics, wavefunctions are column or row matrices, whereas operators are square matrices. The eigenvalue problem
is reduced to find the eigenvalues and eigenfunctions of a Hermitian matrix.
The completeness of the eigenvectors of a Hermitian operator enables us to represent the quantum theory using the

eigenvectors as basis just like we use three basic vectors to express any vectors in 3D space. In this sense, wavefunctions
live in Hilbert space, which is complex and infinite dimensions. Moreover, we can jump between two different bases -
the wavefunctions and operators are connected by a unitary matrix.
Dirac invented much simpler notations to express quantum theory. In this new picture, states are distinguished as

bras and kets. An especially useful representation is the occupation number representation of harmonic oscillator.
For a measurement of physical quantity F̂ on a wave function ψ(x) the result could be nothing but one of the

eigenvalues of F̂ , say fn. And probability of obtaining fn is |cn|2. If two operators are commutative, one can find
the common eigenfunctions set and measure them simultaneously. On the other hand, if they fail to commute, there
always exists a limit for their variances - the uncertainty relation.
These conservation of physical quantities are closely connected with the symmetries of system. According to

Noether’s theorem, there exists a constant of motion F̂ corresponding to symmetry transformation Q̂.
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FIG. 1: Perturbation theory: A small perturbation modifies the wave functions and energies of the system.

I. STATIONARY PERTURBATION THEORY: NON-DEGENERATE CASE

One of the main problems in quantum mechanics is to solve the stationary Schrödinger Equation

Ĥψ = Eψ (1)

Cases that the equation can be solved exactly are comparatively rare. In most cases, the Hamiltonian becomes too
complicated to be solved exactly. Thus we had to turn ourselves to invoke help of approximation method. The most
frequently used method is perturbation method.
The premise of perturbation theory is that the Hamiltonian Ĥ can be separated into two parts, Ĥ0 and Ĥ ′

Ĥ = Ĥ0 + Ĥ ′

in which Ĥ0 is the main part and Ĥ ′ is the perturbation.
Ĥ0 is the principal part of the Hamiltonian that defines the system. Suppose we have solved the (time-independent)

Schrödinger equation for some potential (say, the one-dimensional infinite square well)

Ĥ0 ψ
(0)
n = E(0)

n ψ(0)
n (2)

obtaining a complete set of orthonormal eigenfunctions ψ
(0)
n and the corresponding eigenvalues E

(0)
n , which give the

wave motion and the corresponding energy values of the system under unperturbed condition. But unless we are very
lucky, we’re unlikely to be able to solve the Schrödinger equation (1) exactly, for more complicated potential.

Ĥ ′ is the perturbation. Its effects are much less than Ĥ0. It only “modifies” the motion (wave function) and system
energy to some extent. Perturbation theory is a systematic procedure to calculate these modifications.

A. Order of approximation

In order to show the order of approximation, we add a parameter λ to Ĥ ′ so that

Ĥ = Ĥ0 + λĤ ′. (3)
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For the moment we’ll take λ to be a small number; later we’ll crank it up to 1, and Ĥ will be the true, exact
Hamiltonian. Writing En and ψn and as power series in λ, we have

En = E(0)
n + λE(1)

n + λ2E(2)
n + · · · (4)

ψn = ψ(0)
n + λψ(1)

n + λ2ψ(2)
n + · · · (5)

where E
(1)
n , E

(2)
n are the first- and second-order perturbations to the nth eigenvalue, and ψ

(1)
n , ψ

(2)
n are the first- and

second-order perturbations to the nth eigenfunctions, etc. Plugging Equations (4), (5), and (3) into Equation (1), we
have (

Ĥ0 + λĤ ′
)(

ψ(0)
n + λψ(1)

n + λ2ψ(2)
n + · · ·

)
=
(
E(0)

n + λE(1)
n + λ2E(2)

n + · · ·
)(

ψ(0)
n + λψ(1)

n + λ2ψ(2)
n + · · ·

)
To the zeroth order (λ0) this yields

Ĥ0 ψ
(0)
n = E(0)

n ψ(0)
n

which is nothing new just equation (2). To first order (λ1)

Ĥ0 ψ
(1)
n + Ĥ ′ψ(0)

n = E(0)
n ψ(1)

n + E(1)
n ψ(0)

n (6)

To second order (λ2)

Ĥ0 ψ
(2)
n + Ĥ ′ψ(1)

n = E(0)
n ψ(2)

n + E(1)
n ψ(1)

n + E(2)
n ψ(0)

n (7)

and so on. (I’m done with λ, now it was just a device to keep track of the different orders - so crank it up to 1.)

B. First order approximation

Taking the inner product of equation (6), that is, multiplying by
(
ψ
(0)
n

)∗
and integrating,∫

ψ(0)∗
n

{
Ĥ0 ψ

(1)
n + Ĥ ′ψ(0)

n = E(0)
n ψ(1)

n + E(1)
n ψ(0)

n

}
d3r

But Ĥ0 is Hermitian, so ∫
ψ(0)∗
n Ĥ0 ψ

(1)
n d3r =E(0)

n

∫
ψ(0)∗
n ψ(1)

n d3r

which cancels the first term on the right. So

E(1)
n =

∫
ψ(0)∗
n Ĥ ′ψ(0)

n d3r =Ĥ ′
nn (8)

or in Dirac’s notation

E(1)
n =

⟨
ψ(0)
n |Ĥ ′|ψ(0)

n

⟩
. (9)

This is the fundamental result of first-order perturbation theory; as a practical matter, it may well be the most
important equation in quantum mechanics. It says that the first-order correction to the energy is the expectation
value of the perturbation in the unperturbed state.

To find the first order approximation of wave function ψ
(1)
n , we recognized that the zeroth order wave function{

ψ
(0)
n

}
is a complete set. The unknown ψ

(1)
n may be developed upon them,

ψ(1)
n =

∑
l ̸=n

a
(1)
l ψ

(0)
l .
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If we could determine the coefficients a
(1)
l , we’d be done. First we can show that a

(1)
n = 0, that is, there is no need to

include l = n in the sum. A glance at Equation (5) reveals that any ψ
(0)
n component in ψ

(1)
n might as well be pulled

out and combined with the first term. We are only concerned, for the moment, with solving the Schrödinger equation
(Equation (1)), and the ψn we get will not, in general, be normalized. Equation (6) then becomes

Ĥ0

∑
l ̸=n

a
(1)
l ψ

(0)
l + Ĥ ′ψ(0)

n = E(0)
n

∑
l ̸=n

a
(1)
l ψ

(0)
l + E(1)

n ψ(0)
n . (10)

Taking the inner product with ψ
(0)∗
n gives exactly (9), while that with ψ

(0)∗
m (m ̸= n) leads to

E(0)
m a(1)m +H ′

mn = E(0)
n a(1)m

or

a(1)m =
H ′

mn

E
(0)
n − E(0)

m

.

The first order approximation of wave function ψ
(1)
n is thus

ψ(1)
n =

∑
m̸=n

H ′
mn

E
(0)
n − E(0)

m

ψ(0)
m (11)

or in Dirac’s notation

ψ(1)
n =

∑
m̸=n

⟨
ψ
(0)
m |Ĥ ′|ψ(0)

n

⟩
E

(0)
n − E(0)

m

ψ(0)
m (12)

The first order approximation ψ
(1)
n does not involve ψ

(0)
n itself - ψ

(0)
n only appears in second-order approximation.

Notice that the denominator is safe, since there is no coefficient with m = n, as long as the unperturbed energy
spectrum is non-degenerate. But if two different unperturbed states share the same energy, we’re in serious trouble
(we divided by zero to get Equation 11); in that case we need degenerate perturbation theory, which will be discussed
in next section.
That completes first-order perturbation theory: E

(1)
n is given by Equation (8), and ψ

(1)
n is given by Equation (11).

I should warn you that whereas perturbation theory often yields surprisingly accurate energies (that is, E
(0)
n + E

(1)
n

is quite close to the exact value E), the wave functions are notoriously poor.

C. Second order approximation

Now we turn to equation (7) for second-order approximation. Proceeding as before, we insert the first-order

wavefunction into the second-order equation and take the inner product with ψ
(0)
n∫

ψ(0)∗
n

Ĥ0 ψ
(2)
n + Ĥ ′

∑
m̸=n

a(1)m ψ(0)
m = E(0)

n ψ(2)
n + E(1)

n

∑
m̸=n

a(1)m ψ(0)
m + E(2)

n ψ(0)
n

 d3r.

Again, we exploit the Hermiticity of Ĥ0∫
ψ(0)∗
n Ĥ0 ψ

(2)
n d3r =

∫
ψ(0)∗
n E(0)

n ψ(2)
n d3r

so the first term on the left cancels the first term on the right. Moreover

E(1)
n

∫
ψ(0)∗
n

∑
m̸=n

a(1)m ψ(0)
m d3r = 0
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and we are left with

E(2)
n =

∑
m̸=n

a(1)m

∫
ψ(0)∗
n Ĥ ′ψ(0)

m d3r

=
∑
m̸=n

a(1)m H ′
nm

=
∑
m̸=n

H ′
mnH

′
nm

E
(0)
n − E(0)

m

or finally

E(2)
n =

∑
m̸=n

|H ′
mn|

2

E
(0)
n − E(0)

m

. (13)

This is the fundamental result of second-order perturbation theory. We could proceed to calculate the second-

order correction to the wave function (ψ
(2)
n ), the third-order correction to the energy, and so on, but in practice

Equation (13) is ordinarily as high as it is useful to pursue this method.
In summary we have

ψn = ψ(0)
n + ψ(1)

n + · · ·

= ψ(0)
n +

∑
m̸=n

H ′
mn

E
(0)
n − E(0)

m

ψ(0)
m + · · ·

En = E(0)
n + E(1)

n + · · ·

= E(0)
n +H ′

nn +
∑
m̸=n

|H ′
mn|

2

E
(0)
n − E(0)

m

+ · · ·

The condition for validity of this perturbation theory is that the perturbation Hamiltonian Ĥ ′ should be small such
that the matrix elements H ′

mn, H
′
nn be small, i.e.

H ′
mn ≪

∣∣∣E(0)
m − E(0)

n

∣∣∣ .
D. Examples

Example 1 Charged Oscillator in Electric Field. Suppose we have an Harmonic oscillator

Ĥ0 =
1

2m
p̂2 +

1

2
mω2x̂2,

which carries electric charge e. A weak electric field ε applies along the +x direction with static electric potential −εx.
The interaction of the oscillator with electric field is described by

Ĥ ′ = −eεx̂.

We have already known the zeroth-order states and energy

E(0)
n =

(
n+

1

2

)
~ω

ψ(0)
n = |n⟩ .

The first order perturbation to the energy is evidently zero

E(1)
n = ⟨n| Ĥ ′ |n⟩ = 0
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FIG. 2: Charged harmonic oscillator in electric field: Perturbation and exact result.

As for the first order correction to the wave function, we need calculate the matrix element

Ĥ ′
mn = ⟨m| (−eεx̂) |n⟩

= −eε
√

~
2mω

⟨m|
(
â† + â

)
|n⟩

=


−eε

√
~

2mω

√
n+ 1 m = n+ 1

−eε
√

~
2mω

√
n m = n− 1

0 others

.

thus

ψ(1)
n =

∑
m̸=n

H ′
mn

E
(0)
n − E(0)

m

ψ(0)
m

=
H ′

n+1,n

E
(0)
n − E(0)

n+1

ψ
(0)
n+1 +

H ′
n−1,n

E
(0)
n − E(0)

n−1

ψ
(0)
n−1

=
eε

~ω

√
~

2mω

√
n+ 1ψ

(0)
n+1 −

eε

~ω

√
~

2mω

√
nψ

(0)
n−1.

where we have used

E(0)
n − E(0)

n±1 = ∓~ω

The second order correction to the energy is

E(2)
n =

∣∣H ′
n+1,n

∣∣2
E

(0)
n − E(0)

n+1

+

∣∣H ′
n−1,n

∣∣2
E

(0)
n − E(0)

n−1

= −e
2ε2

~ω
(n+ 1)

~
2mω

+
e2ε2

~ω
n

~
2mω

= − e2ε2

2mω2
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which means the perturbation always lower the energy by an amount e2ε2

2mω2 . On the other hand this example can be
solved exactly. The potential energy can be rewritten as

1

2
mω2x2 − eεx =

1

2
mω2

(
x− eε

mω2

)2
− e2ε2

2mω2

which is just a shift of the harmonic potential as shown in Figure 2.

Example 2 Perturbation in infinite square well. The unperturbed wave functions for the infinite square well are

ψ(0)
n (x) =

√
2

a
sin
(nπ
a
x
)
, E(0)

n =
n2π2~2

2ma2

which satisfy

H0ψ
(0)
n = E(0)

n ψ(0)
n

We perturb the system in three different ways (Figure 3) and solve the equation

Hψn (x) = Enψn (x) .

with

H = H0 +H ′.

• Suppose first that we perturb the system by simply raising the “floor” of the well by a constant amount V0 (Figure
3). In that case H ′ = V0 and the first-order correction to the energy of the n-th state is

E(1)
n =

⟨
ψ(0)
n (x)

∣∣∣V0 ∣∣∣ψ(0)
n (x)

⟩
= V0

⟨
ψ(0)
n (x) |ψ(0)

n (x)
⟩
= V0

The corrected energy levels, then, are

En = E(0)
n + V0.

they are simply lifted by the amount V0. The only surprising thing is that in this case the first-order theory yields
the exact answer. For a constant perturbation all the higher corrections vanish.

• If the perturbation extends only half-way across the well (Figure 3) then

E(1)
n =

∫ a
2

0

ψ(0)∗
n (x)V0ψ

(0)
n (x) dx

=
2V0
a

∫ a
2

0

sin2
(nπ
a
x
)
dx =

V0
2
.

In this case every energy level is lifted by V0/2. That’s not the exact result, presumably, but it does seem
reasonable, as a first order approximation.

• Finally we put a δ-function bump in the center of the well

H ′ = αδ
(
x− a

2

)
where α is a constant. We have

E(1)
n =

⟨
ψ(0)
n (x)

∣∣∣H ′
∣∣∣ψ(0)

n (x)
⟩
=

2

a
α

∫ a

0

sin2
(nπ
a
x
)
δ
(
x− a

2

)
dx

=
2

a
α sin2

(nπ
2

)
=

{
0 if n is even
2
aα if n is odd

.
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FIG. 3: Three ways of perturbation in infinite square well.

For even n the wave function is zero at the location of the perturbation
(
x = a

2

)
, so it never “feels” H ′. That is

why the energies are not perturbed for even n. The correction to the ground state is

ψ
(1)
1 =

∑
m̸=1

H ′
m1

E
(0)
1 − E(0)

m

ψ(0)
m ,

To find this we need

H ′
m1 =

⟨
ψ(0)
m

∣∣∣H ′
∣∣∣ψ(0)

1

⟩
=

2

a
α

∫ a

0

sin
(mπ
a
x
)
δ
(
x− a

2

)
sin
(π
a
x
)
dx

=
2

a
α sin

(mπ
2

)
=

{
zero if m is even

non-zero if m is odd (m ̸= n = 1)
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The first 3 nonzero terms will be m = 3, 5, 7. Meanwhile

E
(0)
1 − E(0)

m =
π2~2

2ma2
(
1−m2

)
so

ψ
(1)
1 =

∑
m=3,5,7···

(2α/a) sin
(
mπ
2

)
E

(0)
1 − E(0)

m

ψ(0)
m

=
2

a
α
2ma2

π2~2

(
−1
1− 9

ψ
(0)
3 +

1

1− 25
ψ
(0)
5 +

−1
1− 49

ψ
(0)
7 + · · ·

)
=

4mαa

π2~2

√
2

a

(
1

8
sin

(
3π

a
x

)
− 1

24
sin

(
5π

a
x

)
+

1

48
sin

(
7π

a
x

)
+ · · ·

)
=

mα

π2~2

√
a

2

(
sin

(
3π

a
x

)
− 1

3
sin

(
5π

a
x

)
+

1

6
sin

(
7π

a
x

)
+ · · ·

)
The second order corrections E

(2)
n can be calculated by explicitly summing the series. We know

E(2)
n =

∑
m̸=n

|H ′
mn|

2

E
(0)
n − E(0)

m

with

H ′
mn =

⟨
ψ(0)
m

∣∣∣H ′
∣∣∣ψ(0)

n

⟩
=

2

a
α

∫ a

0

sin
(mπ
a
x
)
δ
(
x− a

2

)
sin
(nπ
a
x
)
dx

=
2

a
α sin

(mπ
2

)
sin
(nπ

2

)
which is 0 unless both m and n are odd in which case it is ± 2α

a

E(2)
n =

∑
m̸=n,odd

(
2α

a

)2
1

E
(0)
n − E(0)

m

=

{
0 if n is even

2ma2
(
2α
a

)2 1
π2~2

∑
m̸=n,odd

1
n2−m2 , if n is odd

.

To sum the series, note that

1

n2 −m2
=

1

2n

(
1

m+ n
− 1

m− n

)
.

For n = 1 ∑
=

1

2

∑
3,5,7···

(
1

m+ 1
− 1

m− 1

)
=

1

2

(
1

4
+

1

6
+

1

8
+ · · · − 1

2
− 1

4
− 1

6
− 1

8
· · ·
)

=
1

2

(
−1

2

)
= −1

4
.

For n = 3 ∑
=

1

6

∑
1,5,7···

(
1

m+ 3
− 1

m− 3

)
=

1

6

(
1

4
+

1

8
+

1

10
+ · · ·+ 1

2
− 1

2
− 1

4
− 1

6
− 1

8
− 1

10
· · ·
)

=
1

6

(
−1

6

)
= − 1

36
.
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FIG. 4: Perturbation theory in degenerate case.

In general, there is perfect cancelation except for the “missing” term 1
2n in the first sum, so the total is

1
2n

(
− 1

2n

)
= − 1

(2n)2
. Therefore

E(2)
n =

{
0 if n is even

−2m
(

α
π~n
)2

if n is odd
.

Problem 3 Zeng Jinyan, p309-310, 1,4

II. STATIONARY PERTURBATION THEORY: DEGENERATE CASE

A. Degenerate perturbation theory

The perturbation theory says that, in the absence of perturbation (λ = 0), the system has its eigenfunctions and

eigenvalues, ψ
(0)
n , E

(0)
n . If the perturbation is added (λ = 1), the wave function is modified ψ

(0)
n → ψ

(0)
n + ψ

(1)
n + · · · ,

and the energy level is shifted from its original value E
(0)
n to E

(0)
n +E

(1)
n + · · · . This should also be the case when the

energy levels of Ĥ0 are degenerate.
Consider a degenerate Ĥ0 under perturbation. ϕ1, ϕ2, ϕ3, · · · , ϕk are orthonormal eigenstates of Ĥ0 corresponding

to the same energy E
(0)
n . Typically, the perturbation Ĥ ′ will “break” the degeneracy: As we increase λ (from 0 to 1),

the common unperturbed energy En splits into k (Figure 4).
Let us focus on two states, the upper state and lower state. The essential problem is this: When we turn off the

perturbation, the “upper” state reduces down to one linear combination of ϕi, and the “lower” state reduce to some
other linear combination of ϕi, but we don’t know a priori what these “good” linear combinations will be. For this
reason we can’t even calculate the first-order energy (Equation 8) because we don’t know what unperturbed states to
use.
For the moment, therefore, let’s just write the “good” unperturbed states (the zeroth-order wave function) in the

general form, that is, a certain superposition of ϕi

ψ(0)
n =

k∑
i=1

c
(0)
i ϕi

keeping the coefficients c
(0)
i adjustable. The first order perturbation equation is now changed into a new form

Ĥ0ψ
(1)
n + Ĥ ′ψ(0)

n = E(0)
n ψ(1)

n + E(1)
n ψ(0)

n
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Ĥ0ψ
(1)
n + Ĥ ′

k∑
i=1

c
(0)
i ϕi = E(0)

n ψ(1)
n + E(1)

n

k∑
i=1

c
(0)
i ϕi

Left multiplying the above equation by ϕ∗1 and integrating over the entire space,∫
ϕ∗1

{
Ĥ0ψ

(1)
n + Ĥ ′

k∑
i=1

c
(0)
i ϕi = E(0)

n ψ(1)
n + E(1)

n

k∑
i=1

c
(0)
i ϕi

}
d3r

and noticing the hermiticity of Ĥ0 ∫
ϕ∗1Ĥ0ψ

(1)
n d3r =E(0)

n

∫
ϕ∗1ψ

(1)
n d3r

which cancels the first term on the left and that on the right. We get

H ′
11c

(0)
1 +H ′

12c
(0)
2 + . . .+H ′

1kc
(0)
k = E(1)

n c
(0)
1

with

H ′
ij =

∫
ϕ∗i Ĥ

′ϕjd
3r.

Operating the above equation successively with ϕ2, ϕ3,. . . and ϕk, We get k equations

H ′
11c

(0)
1 +H ′

12c
(0)
2 + . . .+H ′

1kc
(0)
k = E(1)

n c
(0)
1

H ′
21c

(0)
1 +H ′

22c
(0)
2 + . . .+H ′

2kc
(0)
k = E(1)

n c
(0)
2

· · · · · ·

H ′
k1c

(0)
1 +H ′

k2c
(0)
2 + . . .+H ′

kkc
(0)
k = E(1)

n c
(0)
k

The condition for the existence of non-trivial solutions of
{
c
(0)
i

}
is∣∣∣∣∣∣∣∣∣

H ′
11 − E

(1)
n H ′

12 . . . H ′
1k

H ′
21 H ′

22 − E
(1)
n . . . H ′

2k
. . . . . . . . . . . .

H ′
k1 H ′

k2 . . . H ′
kk − E

(1)
n

∣∣∣∣∣∣∣∣∣ = 0

This equation has got a name secular equation after celestial mechanics. The k roots of the above algebraic equation

give the k possible first order perturbation energy E
(1)
n and the corresponding solutions

{
c
(0)
i

}
give the corresponding

zeroth-order wave functions ψ
(0)
n . Thus by solving the eigenvalue problem, we obtain in one stroke both the first order

energy shifts and the correct zeroth-order wavefunctions.
The k degenerate eigenstates are reshuffled under the interaction of perturbation

(E(1)
n )1, (ψ(0)

n )1 =
k∑

i=1

c
(0)
1i ϕi

(E(1)
n )2, (ψ(0)

n )2 =
k∑

i=1

c
(0)
2i ϕi

· · · · · ·

(E(1)
n )k, (ψ(0)

n )k =
k∑

i=1

c
(0)
ki ϕi

The above are reshuffled zeroth order wave function and first-order perturbation energy.
If higher order perturbation is needed, these reshuffled wave functions can be used as appropriate zeroth order

wave functions, in this case, each reshuffled states can be considered as independent and results of non-degenerate
perturbation theory can be used to it despite the existence of others degenerate states.



12

B. Stark effect of hydrogen atom

As an example of degenerate perturbation theory, let us study the effect of a uniform electric field on excited states
of the hydrogen atom. As is well known, the bound state energy of the hydrogen atom depends only on the principal
quantum number n. This leads to degeneracy for all but the ground state. To be specific, for the n = 2 level, there
is an l = 0 state called 2s and three l = 1 (m = 0,±1) states called 2p, all with energy −e2/8a0. We label the four
states as

ϕ1 = ψ200 = R20Y00 = R20 (r)
1√
4π

ϕ2 = ψ210 = R21Y10 = R21 (r)

√
3

4π
cos θ

ϕ3 = ψ211 = R21Y11 = −R21 (r)

√
3

8π
sin θeiφ

ϕ4 = ψ21−1 = R21Y1−1 = R21 (r)

√
3

8π
sin θe−iφ

As we applied a uniform electric field ε in the z-direction, the Hamiltonian of the system is divided into two parts

Ĥ = Ĥ0 + Ĥ ′

where

Ĥ0 = − ~2

2m
▽2 +V (r)

and the appropriate perturbation operator is given by

Ĥ ′ = −D · ε, D = −er
Ĥ ′ = er · ε = eεr cos θ

The matrix elements

H ′
ii = eε

∫
ϕ∗i r cos θϕid

3r =eε

∫
Rnl(r)Y

∗
lm(r cos θ)Rnl(r)Ylmr

2drdΩ

= eε

∫ ∞

0

R2
nl(r)r

3dr

∫∫
Y ∗
lm(cos θ)YlmdΩ

Now we notice that the integration should be unchanged under the reverse of the coordinate r→ −r, which corresponds
to θ → π − θ, φ→ π − φ, r → r ∫∫

Y ∗
lmYlm cos θdΩ =

∫∫
Y ∗
lmYlm cos(π − θ)dΩ

= −
∫∫

Y ∗
lmYlm cos θdΩ

So H ′
ii = 0 for all i. Moreover, owing to the orthogonality of eimφ, only H ′

12 = H ′∗
21 is different from zero. To find this

non-zero matrix element, we calculate ⟨ϕ1|eεr cos θ|ϕ2⟩ with

ϕ1 = ψ200 =
1

4
√
2π

(
1

a0

) 3
2
(
2− r

a0

)
e−

r
2a0

ϕ2 = ψ210 =
1

4
√
2π

(
1

a0

) 3
2
(
r

a0

)
e−

r
2a0 cos θ

and get

H ′
12 =

eε

32π

1

a30

∫ ∞

0

(2− r

a0
)(
r

a0
)e−

r
a0 r3dr

∫∫
cos2 θ sin θdθdφ

=
eε

32π
(−72a0)

4π

3
= −3eεa0
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(You might think H ′
34 is non-zero, but H ′

34 ∝
∫ π

0
sin2 θ cos θ sin θdθ = 0). The secular equation for this system is∣∣∣∣∣∣∣∣∣

0− E(1)
2 −3eεa0 0 0

−3eεa0 0− E(1)
2 0 0

0 0 0− E(1)
2 0

0 0 0 0− E(1)
2

∣∣∣∣∣∣∣∣∣ = 0

The four eigenvalues for E
(1)
2 are 3eεa0,−3eεa0, 0, 0, respectively. It is straightforward to find the corresponding

eigenfunctions by solving the equation
−E(1)

2 −3eεa0 0 0

−3eεa0 −E(1)
2 0 0

0 0 −E(1)
2 0

0 0 0 −E(1)
2



c
(0)
1

c
(0)
2

c
(0)
3

c
(0)
4

 = 0

For E
(0)
2 + 3eεa0, the normalized eigenvector is

1√
2

 1
−1
0
0


which gives the new zeroth order wavefunction

(ψ
(0)
2 )1 =

1√
2
ψ200 −

1√
2
ψ210

For E
(0)
2 − 3eεa0, the normalized eigenvector is

1√
2

1
1
0
0


with the new zeroth order wavefunction

(ψ
(0)
2 )2 =

1√
2
ψ200 +

1√
2
ψ210

For the two-fold degenerate eigenvalue E
(0)
2 + 0, we have0

0
x
y


while x, y are undetermined. We thus take the original wavefunctions

(ψ
(0)
2 )3 = ψ21,1 = R21Y1,1

(ψ
(0)
2 )4 = ψ21,−1 = R21Y1,−1

The presence of the electric field removes only partially the degeneracy. Schematically the energy levels are split into
three as shown in Figure 5. Notice the shift is linear in the applied electric field strength, which is known as the
linear Stark effect.

Problem 4 Griffiths, page, 266, Problem 6.9

Problem 5 Zeng Jinyan, p309-310, 2,5
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200 210 / 2

200 210 / 2

211 21 1,

E(0)
2
-3e a

0

E(0)
2

E(0)
2
+3e a

0

E(0)
1E(0)

1

E(0)
2

FIG. 5: Linear Stark effect of hydrogen atom.

III. VARIATIONAL METHOD

The perturbation theory developed in the previous section is, of course, of no help unless we already know exact
solution to a problem described by Ĥ0. The variational method we now discuss is very useful for estimating the
ground state energy E0 when such exact solutions are not available. We should keep in mind the drastic difference
between variational method here and variational principle in classical mechanics.
Variational principle in classical mechanics is a fundamental principle in classical mechanics. Variational method

in quantum mechanics is mere an approximation method in finding out the eigenvalue of Ĥ in some instances. We
never bestow it too much importance.
The basic idea is try to conjecture a wave function ψ0 for a given system Ĥ, calculate the expectation value of

Ĥ using this wave function, and finally optimize the calculated result.
The physical principles here are: (1) the given Ĥ should have its own eigenvalues and eigenfunctions (not known

due to practical difficulties)

E1, E2, · · ·En · · ·
ψ1, ψ2, · · ·ψn · · ·

(2) the conjectured wave function ψ0 can be expanded upon {ψn}, i.e. ψ0 =
∑

n cnψn, and (3) the expectation value
calculated using ψ0 is always larger than E1

⟨H⟩ =
∑
n

|cn|2En ≥ E1

The variational method does not tell us what kind of trial wavefunctions are to be used to estimate the ground
state energy. Quite often we must appeal to physical intuition - for example, the asymptotic behavior of wavefunc-
tion at large distances. What we do in practice is to characterize trial wavefunctions by one or more parameters
ψ0(r, λ1, λ2 · · · ) and compute ⟨H⟩ as a function of λ1, λ2 · · · .

⟨H(λ1, λ2 · · · )⟩ =
∫
ψ∗
0(r, λ1, λ2 · · · )Ĥψ0(r, λ1, λ2 · · · )d3r∫
ψ∗
0(r, λ1, λ2 · · · )ψ0(r, λ1, λ2 · · · )d3r

.

We then minimize ⟨H(λ1, λ2 · · · )⟩ by (1) setting the derivative with respect to the parameters all zero, namely

∂ ⟨H(λ1, λ2 · · · )⟩
∂λ1

= 0,
∂ ⟨H(λ1, λ2 · · · )⟩

∂λ2
= 0, · · ·

(2) determining the optimum values of λ1, λ2 · · · , and (3) substituting them back to the expression for ⟨H(λ1, λ2 · · · )⟩,
which is the upper bound of the ground state energy of the system.
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x-a a0

(x)

FIG. 6: Three trial functions for the variational method: Triangular (Black), Parabola (Blue), and more sophisticated one
(Red).

A. Ground state energy of 1D infinite square well

As an example, we attempt to estimate the ground state energy of one dimensional infinite square well

V (x) =

{
0, for − a < x < a
+∞, others

using three different trial functions. The exact results are, of course, well known

ψ1 =

√
1

a
cos
(πx
2a

)
E1 =

π2~2

8ma2

But suppose we did not know these. Evidently the wavefunction must vanish at x = ±a. Furthermore for ground
state the wavefunction cannot have any wiggles. We try three functions that satisfy both of these two requirements.

• Triangular trial wavefunction (Figure 6)

ψ(x) =

 A(a+ x), if − a ≤ x ≤ 0
A(a− x), if 0 ≤ x ≤ a
0, others

where A is determined by normalization

1 = |A|2
[∫ 0

−a

(a+ x)2dx+

∫ a

0

(a− x)2 dx
]
= |A|2 2a3

3

A =

√
3

2a3
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-A

x-a
a

0

d  /dx

A

FIG. 7: The derivative of the triangular function.

In this case

dψ

dx
=

 A, if − a ≤ x ≤ 0
−A, if 0 ≤ x ≤ a
0, others

as indicated in Figure 7. Now the derivative of a step function is a delta function

d2ψ

dx2
= Aδ(x+ a)− 2Aδ(x) +Aδ(x− a)

and hence

⟨H⟩ = −~2A
2m

∫ a

−a

(δ(x+ a)− 2δ(x) + δ(x− a))ψ(x)dx

= −~2A
2m

(ψ(−a)− 2ψ(0) + ψ(a))

=
~2A
m

ψ(0) =
~2A2a

m

=
3~2

2ma2
=

12

π2

π2~2

8ma2
= 1.2159E1

which is larger than the exact ground state energy.

• Parabola trial wavefunction going through x = ±a

ψ(x) = a2 − x2

where we have not bothered to normalize it. Here there is no variational parameter. We can compute ⟨H⟩ as
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follows

⟨H⟩ =
− ~2

2m

∫ a

−a

(
a2 − x2

)
d2

dx2

(
a2 − x2

)
dx∫ a

−a
(a2 − x2)2 dx

= − ~2

2m

−2 4
3a

3

16
15a

5
=

5~2

4ma2
=

10~2

8ma2

=
10

π2

π2~2

8ma2
= 1.0132E1

It is remarkable that with such a simple trial function we can come within 1.3% of the true ground state energy.

• A much better result can be obtained if we use a more sophisticated trial function. We try

ψ(x) = |a|λ − |x|λ (14)

where λ is now regarded as a variational parameter. Straightforward algebra gives

⟨H⟩ = (λ+ 1) (2λ+ 1)

2λ− 1

(
~2

4ma2

)
which has a minimum at

∂ ⟨H⟩
∂λ

=
∂

∂λ

(
(λ+ 1) (2λ+ 1)

2λ− 1

)
=

4λ2 − 4λ− 5

(2λ− 1)
2 = 0

→ λ =
1

2

(
1 +
√
6
)
≈ 1.72

not far from n = 2 (parabola) considered earlier. This gives

⟨H⟩min =

(
3 +
√
6
) (

2 +
√
6
)

√
6

(
~2

8ma2

)
=

5 + 2
√
6

π2
E1 ≈ 1.00298E1

So the variational method with (14) gives the correct ground state energy with in 0.3% - a fantastic result
considering the simplicity of the trail function used.

B. Ground state energy of Helium atom

1. Hamiltonian and trial wave function

The helium atom (Figure 8) consists of two electrons in orbit around a nucleus containing two protons (also some
neutrons, which are irrelevant to our purpose). The Hamiltonian for this system (ignoring fine structure and smaller
corrections) is

Ĥ =
1

2m
p̂2
1 +

1

2m
p̂2
2 + V (r1) + V (r2) +

e2

|r1 − r2|
.

Our problem is to calculate the ground-state energy, Eg - the amount of energy it would take to strip off the two
electrons. (Given Eg it is easy to figure out the ”ionization energy” required to remove a single electron.) Eg has
been measured very accurately in the laboratory

Eg = −2. 904 e
2

a0
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FIG. 8: The Helium atom.

This is the number we would like to reproduce theoretically. The Schrödinger equation reads

Ĥψ(r1, r2) = Eψ(r1, r2).

It is curious that such a simple and important problem has no known exact solution. The trouble comes from the
electron-electron repulsion,

V12 =
e2

|r1 − r2|
.

If we ignore this term altogether, Ĥ splits into two independent hydrogen Hamiltonians (only with a nuclear charge
of 2e, instead of e); the exact solution is just the product of hydrogenic wave functions

ψ(r1, r2) = ψ(r1)ϕ(r2)

with energy

E = E1 + E2

which satisfy (
1

2m
p̂2
1 + V (r1)

)
ψ(r1) = E1ψ(r1), Ĥ1ψ(r1) = E1ψ(r1)(

1

2m
p̂2
2 + V (r2)

)
ϕ(r2) = E2ϕ(r2), Ĥ2ϕ(r2) = E2ϕ(r2)

and

V (r) = −Ze
2

r
.

Explicitly they are

ψ(r1) =

√
Z3

πa30
e−

Zr1
a0 , ϕ(r2) =

√
Z3

πa30
e−

Zr2
a0

E1 = E2 = −1

2

Z2me4

~2
= −Z

2e2

2a0
, a0 =

~2

me2

As a starting point, we take the above wave function as the trial function

ψ(r1, r2) =

√
Z3

πa30
e−

Z
a0

r1

√
Z3

πa30
e−

Z
a0

r2 =
Z3

πa30
e−

Z
a0

(r1+r2)
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Screening effect due to the existence of another electron will effectively decrease the charge Z. But we are not sure in
advance for how much. It is thus reasonable to regard Z as a variational parameter λ. The trial function is thus

ψ(r1, r2) =
λ3

πa30
e−

λ
a0

(r1+r2)

The constant λ3/πa30 is still kept here to make sure the trial wave function normalized.

2. The expectation value

The expectation value of Hamiltonian is calculated as

⟨H(λ)⟩ =
∫∫∫ ∫∫∫

λ3

πa30
e−

λ
a0

(r1+r2)(− ~2

2m
∇2

1 −
~2

2m
∇2

2 −
Ze2

r1
− Ze2

r2

+
e2

|r1 − r2|
)
λ3

πa30
e−

λ
a0

(r1+r2)d3r1d
3r2

The kinetic energy term for electron 1 is∫
· · ·
∫

λ3

πa30
e−

λ
a0

(r1+r2)

(
− ~2

2m
∇2

1

)
λ3

πa30
e−

λ
a0

(r1+r2)d3r1d
3r2

=

∫∫∫
λ3

πa30
e−

λ
a0

r1

(
− ~2

2m
∇2

1

)
e−

λ
a0

r1d3r1

=
λ3

πa30

∫∫∫
e−

λ
a0

r1

{
− ~2

2m

(
2

r1

(
− λ

a0

)
+
λ2

a20

)
e−

λ
a0

r1

}
r21dr1dΩ

= − ~2

2m

4λ2

a20

∫ ∞

0

e−2x
(
−2x+ x2

)
dx =

~2

2m

λ2

a20

where we have used

x =
λ

a0
r1, ∇2

1 =
1

r21

d

dr1

(
r21

d

dr1

)
∫ +∞

0

xe−2xdx = e−2x

(
−1

4
− x

2

)+∞

0

=
1

4∫ +∞

0

x2e−2xdx = −1

4
e−2x

(
1 + 2x+ 2x2

)∞
0

=
1

4

so

⟨H(λ)⟩k =
~2

m

λ2

a20
=

~2

m

λ2

a0

1

~2/me2
=
λ2e2

a0
. (15)

The potential energy term between electron 1 and nucleus is∫
· · ·
∫

λ3

πa30
e−

λ
a0

(r1+r2)

(
−Ze

2

r1

)
λ3

πa30
e−

λ
a0

(r1+r2)d3r1d
3r2

=
λ3

πa30

∫∫∫
e−

λ
a0

r1

(
−Ze

2

r1

)
e−

λ
a0

r1r21dr1dΩ

=
(
−Ze2

) 4λ
a0

∫ ∞

0

e−2xxdx = −λZe
2

a0

so

⟨H(λ)⟩p = −2λZe2

a0
(16)
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FIG. 9: Choice of coordinates for the r2-integral.

Finally we calculate the electrostatic interaction energy between two electrons

⟨H(λ)⟩int =
∫∫∫ ∫∫∫ (

λ3

πa30

)2

e−
2λ
a0

(r1+r2) e2

|r1 − r2|
d3r1d

2r2

We shall do the r2 integral first, for this purpose r1 is fixed, and we may as well orient the r2 coordinate system so
that the polar axis lies along r1 (see Figure 9). By the law of cosines,

|r1 − r2| =
√
r21 + r22 − 2r1r2 cos θ2

and hence

I2 =

∫∫∫
e−

2λ
a0

r2

|r1 − r2|
d3r2

=

∫∫∫
e−

2λ
a0

r2√
r21 + r22 − 2r1r2 cos θ2

r22 sin θ2dr2dθ2dϕ2

The ϕ2 integral is trivial (2π); the θ2 integral is∫ π

0

sin θ2√
r21 + r22 − 2r1r2 cos θ2

dθ2 =

√
r21 + r22 − 2r1r2 cos θ2

r1r2

∣∣∣∣∣
π

0

=

√
r21 + r22 + 2r1r2 −

√
r21 + r22 − 2r1r2

r1r2

=
1

r1r2
[(r1 + r2)− |r1 − r2|] =

{ 2
r1
, if r2 < r1

2
r2
, if r2 > r1

Thus

I2 = 4π

(
1

r1

∫ r1

0

e−
2λ
a0

r2r22dr2 +

∫ +∞

r1

e−
2λ
a0

r2r2dr2

)
= 4π

a20
λ2

(
1

x

∫ x

0

e−2yy2dy +

∫ +∞

x

e−2yydy

)
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with

x =
λ

a0
r1, y =

λ

a0
r2

We have

1

x

∫ x

0

e−2yy2dy =
1

x

(
1

4
− 1

2
xe−2x − 1

2
x2e−2x − 1

4
e−2x

)
∫ +∞

x

e−2yydy =
1

4
e−2x +

1

2
xe−2x

then

I2 = 4π
a20
λ2

[
1

4x
− 1

4
e−2x − 1

4x
e−2x

]
=
πa20
λ2

[
1

x
− e−2x − 1

x
e−2x

]
=

πa30
λ3r1

[
1−

(
1 +

λr1
a0

)
e−2 λ

a0
r1

]
It follows that ⟨H(λ)⟩int is equal to(

λ3

πa30

)2

e2
∫∫∫

e−
2λ
a0

r1I2d
3r1

=
λ3e2

πa30

∫∫∫
e−

2λ
a0

r1

[
1−

(
1 +

λr1
a0

)
e−2 λ

a0
r1

]
r1dr1 sin θ1dθ1dϕ1

=
4λ3e2

a30

a20
λ2

∫ +∞

0

e−2x
(
1− (1 + x) e−2x

)
xdx

The integral is 5/32 and we obtain

⟨H(λ)⟩int =
5λe2

8a0
(17)

The expectation value of Ĥ is evidently the summation of equation (15), (16) and (17)

⟨H(λ)⟩ = λ2e2

a0
− 2λZ

e2

a0
+

5

8
λ
e2

a0

=

(
λ2 − 2λZ +

5

8
λ

)
e2

a0

3. Optimization

According to the variational principle, this quantity exceeds Eg for any value of Z. The lowest upper bound occurs
when ⟨H(λ)⟩ is minimized

∂ ⟨H(λ)⟩
∂λ

= 2λ− 2Z +
5

8
= 0

from which it follows that

λ = Z − 5

16
≈ 1.69

This is a reasonable result; it tells us that the other electron partially screens the nucleus, reducing its effective charge
from 2 down to 1.69. Putting in this value for Z, we find

⟨H(λ)⟩min =

(
(Z − 5

16
)2 − 2Z(Z − 5

16
) +

5

8
(Z − 5

16
)

)
e2

a0

=

(
−Z2 +

5

8
Z − 25

256

)
e2

a0
= −2. 85 e

2

a0
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-2.904
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11+E(1)
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-4 E(0)
11

Experimental
Variational Method

Helium atom Z=2

FIG. 10: Ground state of helium atom: unperturbed (Black), experimental result (Green), perturbation result (Blue), and
variational result (Red).

4. Perturbation result

Suppose the interaction between the two electrons vanish, the zeroth order (unperturbed) energy is the sum of two
ground state energies of a single electron in the field of the nucleus Ze

E
(0)
11 = −Z2 1

2

e2

a0
− Z2 1

2

e2

a0
= −Z2 e

2

a0
= −4 e

2

a0

One can treat the interaction term e2/ |r1 − r2| as perturbation Ĥ ′, and the first order correction result gives

E
(1)
11 =

∫∫∫ ∫∫∫ (
Z3

πa30

)2

e−
2Z
a0

(r1+r2) e2

|r1 − r2|
d3r1d

3r2 =
5Z

8

e2

a0

so

E11 = E
(0)
11 + E

(1)
11 =

(
−Z2 +

5Z

8

)
e2

a0
= −2.75 e

2

a0

These results are compared in Figure 10. The perturbation result is poor because the interaction between two electrons
is not necessarily small compared with the Coulomb attraction between the nucleus and the electrons.

Problem 6 Zeng Jinyan, page 311, 7 (Griffiths, page 294, Example 7.1), 9(Griffiths, page 310, Problem 7.13)), 10

Problem 7 (a) Use the variational principle to prove that first-order non-degenerate perturbation theory always
overestimates (or at any rate never underestimates) the ground state energy. (b) In view of (a), you would expect that
the second-order correction to the ground state is always negative. Confirm that this is indeed the case, by examining
Equation (13).
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IV. TIME-DEPENDENT PERTURBATION THEORY

A. Time evolution of quantum state

So far we have been concerned with Hamiltonians that do not contain time explicitly (essentially the potential energy
V (r, t) = V (r)), which might properly be called quantum statics. In that case the law governing the evolution of
the system is the time-dependent Schrödinger equation

i~
∂

∂t
Ψ(r, t) = ĤΨ(r, t)

which can be treated by separation of variables

Ψ(r, t) = ψ(r)f(t).

We find the stationary solution ψ by solving the time-independent Schrödinger equation

Ĥψn = Enψn,

then attach the time evolution factor

f(t) = e−
i
~Ent

and the general solution is a linear combination

Ψ(r, t) =
∑
n

anψn(r)e
− i

~Ent.

The time dependence of here cancels out when we construct the physically relevant quantity |Ψ|2, all probabilities
and expectation values are constant in time. For example, suppose we have an initial state for the harmonic oscillator

ψ(x) =
1√
2
ψ0(x) +

1√
2
ψ1(x)

we immediately know the state at time t

Ψ(x, t) =
1√
2
ψ0(x)e

−iωt/2 +
1√
2
ψ1(x)e

−i3ωt/2.

Similarly the initial state for hydrogen atom

ψ(r, θ, φ) =
1√
2
ψ100 +

1√
2
ψ211

will evolve with time as

Ψ(r, t) =
1√
2
ψ100e

i
~E1t +

1√
2
ψ211e

i
~E2t.

B. Time-dependent perturbation theory - quantum transition probability

If we want to allow for transitions (quantum jumps, as they are sometimes called) between one energy level and
another, we must introduce a time-dependent Hamiltonian (quantum dynamics). There are precious few exactly
solvable problems in quantum dynamics. However, if the time-dependent portion of the Hamiltonian is small compared
to the time-independent part, it can be treated as a perturbation. The purpose of this section is to develop time-
dependent perturbation theory, and study its most important application: the emission or absorption of radiation by
an atom.
We consider a Hamiltonian Ĥ which can be split into two parts

Ĥ = Ĥ0 + Ĥ ′(t)



24

where Ĥ0 does not contain time explicitly. Assume the problem for Ĥ ′(t) = 0 has already been solved in the sense
that the energy eigenstates and the energy eigenvalues are completely known

Ĥ0ψn = Enψn (18)

and the general solution for Ĥ0 is given by

Ψ(0)(r, t) =
∑
n

a(0)n ψn(r)e
− i

~Ent

We notice that in this case the coefficients a
(0)
n are independent of time because the time dependence of the system is

completely governed by the exponential factor.
We are interested in situations where initially t = 0 only one of the eigenstates of Ĥ0, say ψk, is populated

Ψ(r, 0) = ψk

As time goes on, however, states other than ψk are populated because with Ĥ ′(t) ̸= 0 we are no longer dealing with

“stationary” problems; the time evolution is (no longer as simple as e−
i
~Ekt) governed by

i~
∂

∂t
Ψ(r, t) =

(
Ĥ0 + Ĥ ′

)
Ψ(r, t). (19)

Quite generally the time-dependent perturbation Ĥ ′(t) can cause transitions to states other than ψk. The essential
question here is: What is the probability as a function of time for the system to be found in ψm with m ̸= k?
The general wavefunction can still be expressed as a linear combination of eigenstates ψn (because they constitute

a complete set). The only difference is that the coefficients are now time-dependent, i.e.

Ψ(r, t) =
∑
n

an(t)ψn(r)e
− i

~Ent

Substitute this into the Schrödinger equation (19)

i~
∂

∂t

∑
n

an(t)ψn(r)e
− i

~Ent =
(
Ĥ0 + Ĥ ′

)∑
n

an(t)ψn(r)e
− i

~Ent

performing the differentiation, and using the eigenvalue equation (18), we obtain

i~
∑
n

ȧn(t)ψn(r)e
− i

~Ent +
∑
n

Enan(t)ψn(r)e
− i

~Ent

= Ĥ0

∑
n

an(t)ψn(r)e
− i

~Ent +
∑
n

an(t)Ĥ
′ψn(r)e

− i
~Ent

where the second and third terms cancel. Multiplying ψ∗
m(r)e−

i
~Emt and integrating over the entire space, the

orthonormality of the basis vector ψn leads to an equation for the coefficients

i~ȧm(t) =
∑
n

an(t)H
′
mne

iωmnt (20)

where

H ′
mn =

∫
ψ∗
m(r)Ĥ ′ψn(r)d

3r =
⟨
ψm|Ĥ ′|ψn

⟩
ωmn = (Em − En) /~

Equation (20) is the matrix form of the time dependent Schrödinger equation in the Ĥ0 representation. Its solutions
rely on the initial condition at t = 0 and the perturbation Hamiltonian.
For a very weak perturbation Ĥ ′ ≪ Ĥ0, we can solve equation (20) by a process of successive approximations,

as follows.
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• Zeroth Order: If there were no perturbation Ĥ ′ at all, then

i~ȧ(0)m (t) = 0⇒ a(0)m (t) = const.

(We use a superscript in parentheses to indicate the order of the approximation) Suppose initially the system is

prepared in one of the eigenstates of Ĥ0, say ψk

am(0) = δmk

then it would stay this way forever

a(0)m (t) = δmk (21)

• First Order: Insert the zeroth-order values on the right side of (20)

i~ȧ(1)m (t) =
∑
n

a(0)n (t)H ′
mne

iωmnt =
∑
n

δnkH
′
mne

iωmnt = H ′
mke

iωmkt

we get the first order approximation

a(1)m (t) =
1

i~

∫ t

0

H ′
mk(t1)e

iωmkt1dt1 (22)

• Second Order: Now we insert this expression on the right

i~ȧ(2)m (t) =
∑
n

a(1)n (t)H ′
mne

iωmnt =
1

i~
∑
n

∫ t

0

H ′
nk(t1)e

iωnkt1dt1H
′
mne

iωmnt

to obtain the second-order approximation (change t1 to t2 and t to t1, the second integration is for t1)

a(2)m (t) =

(
1

i~

)2∑
n

∫ t

0

dt1

∫ t1

0

dt2H
′
mn(t1)e

iωmnt1H ′
nk(t2)e

iωnkt2 (23)

The physical process corresponding to the second order application involves an intermediate state n, i.e. the
transition starts from initial k to n, and then from n to the final state m, which is known as indirect transition
or two-photon process. The probability is much smaller than that for the direct transition.

In principle, we could continue this process indefinitely, always inserting the nth-order approximation into the right
side of Equation (20) and solving for the (n+ 1) th order. This is known as Dyson series after Freeman J. Dyson,
who applied this method to covariant electrodynamics (QED). For small perturbation we need only consider the first
order approximation. According to the statistical interpretation of the coefficients am(t), during the action time of
perturbation t, the transition probability from the initial state ψk to the final state ψm is

Pmk(t) =
∣∣∣a(1)m (t)

∣∣∣2 =
1

~2

∣∣∣∣∫ t

0

H ′
mk(t1)e

iωmkt1dt1

∣∣∣∣2 (24)

Example 8 Suppose the 1D harmonic oscillator is perturbed by a time-dependent potential

V (x, t) =
P0√
π
e−(t/τ)2x

where τ is the characteristic interaction time. Initially at t→ −∞ the system is in the ground state. Let us check the
probability of the system can be found in n-th excited states

Pn0 =
∣∣∣a(1)n (t = +∞)

∣∣∣2 =
1

~2

∣∣∣∣∫ +∞

−∞

P0√
π
⟨n|x|0⟩ e−(t/τ)2einωtdt

∣∣∣∣2
=

1

~2

∣∣∣∣∣ P0√
π
⟨n|x|0⟩

∫ +∞

−∞
exp

(
−
(
t

τ
− inωτ

2

)2
)
exp

(
−n2ω2τ2/4

)
dt

∣∣∣∣∣
2

=
1

~2

∣∣∣∣ P0√
π
⟨n|x|0⟩ τ

√
π exp

(
−n2ω2τ2/4

)∣∣∣∣2
=
P 2
0

~2
|⟨n|x|0⟩|2 τ2 exp

(
−n2ω2τ2/2

)
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H'(r,p,t)

tT0

FIG. 11: Constant perturbation.

Evidently for very large τ

Pn0 → 0

The system remains in the initially populated state at all times whenever the perturbation is added very slowly. This
is the so-called adiabatic approximation. We will come back to this in next section. On the other hand, for a very
short perturbation duration τ , Pn0 → 0, the system again won’t be changed, which is known as sudden perturbation.

C. Constant perturbation

Further analysis is possible only if we choose a specific form for the time dependence of the perturbation. As an
application of equation (24), let us consider a constant perturbation turned on at time t = 0 for a duration T

Ĥ ′(r,p, t) =

{
H ′(r,p), 0 < t < T
0, t > T

(See Figure 11.) To first order we have

a(1)m (T ) =
1

i~
H ′

mk

∫ T

0

eiωmktdt =
1

i~
H ′

mk

eiωmkT − 1

iωmk

so that the quantum transition probability from state k to state m is given by

Pmk(T ) =
∣∣∣a(1)m (T )

∣∣∣2 =
|H ′

mk|
2

~2

∣∣∣∣∣eiωmkT/2
(
eiωmkT/2 − e−iωmkT/2

)
iωmk

∣∣∣∣∣
2

=
|H ′

mk|
2

~2
sin2 (ωmkT/2)

(ωmk/2)
2

This is shown in Figure 12. We notice that there exists a peak around ωmk = 0, i.e. Em = Ek with the peak value
proportional to

lim
ωmk→0

sin2 (ωmkT/2)

(ωmk/2)
2 = T 2

In a certain range of Em the transition probability is nonzero, which means that the system may jump to many
states in the neighborhood of Ek. Furthermore the curve shrinks with increasing duration T , and the area under
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mk-2 /T 2 /T

T2

FIG. 12: Transition probability under constant perturbation for different duration T .

the curve increases with T . If there were only one final state, we would get an unreasonable result: the probability
that the system remains in the initial state k is quadratic (T 2), not linear, in the time interval, while transition to
other states changes irregularly. The only explanation is that the final state forms a continuous energy spectrum in
the neighborhood of Ek. We should sum the probability over all possible final states, which is nothing but the area
under the curve proportional to perturbation duration T . In this sense, the transition probability per unit time is a
constant.
The total probability is thus summation over all final states

P =
∑
m

|H ′
mk|

2

~2
sin2 (ωmkT/2)

(ωmk/2)
2

It is customary to define the density of the final states as the number of states within energy interval (E,E + dE) as
ρ(E)dE, which changes the summation into an integral for continuous spectrum

P =

∫
|H ′

mk|
2

~2
sin2 (ωmkT/2)

(ωmk/2)
2 ρ(Em)dEm

As T →∞, we may take advantage of

lim
α→∞

1

π

sin2 αx

αx2
= δ(x)

It follows that

lim
T→∞

sin2 (ωmkT/2)

(ωmk/2)
2 = πTδ(ωmk/2) = 2~πTδ(Em − Ek) (25)

It is convenient to consider the transition rate, that is, the transition probability per unit time

wmk = Pmk/T =
|H ′

mk|
2

~2
sin2 (ωmkT/2)

T (ωmk/2)
2 =

2π

~
|H ′

mk|
2
δ(Em − Ek)

the delta function here essentially means the energy conservation in quantum transition. The total transition rate to
all final states is given by the integration

w = P/T =

∫
|H ′

mk|
2

~2
2~πδ(Em − Ek)ρ(Em)dEm
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FIG. 13: Stimulated emission: Quantum system gives up ~ω to V - possible only if initial state is excited; Absorption: Quantum
system receives ~ω from V and ends up as an excited state.

For small energy interval of the final states, suppose H ′
mk and ρ(Em) change smoothly with Em, one has

w =
2π

~
|H ′

mk|
2
ρ(Em) (26)

This formula is of great practical importance; it is called the Fermi’s golden rule even though the basic formalism
of time dependent theory is due to Dirac.

D. Sinusoidal perturbation

We shall now specialize to a sinusoidal time dependence of the perturbation, since it is often encountered in practice

Ĥ ′(r,p, t) = Â(r,p) cos (ωt) = F̂ (r,p)
(
eiωt + e−iωt

)
so that

H ′
mk = Fmk

(
eiωt + e−iωt

)
where

Fmk =
⟨
ψm|F̂ |ψk

⟩
Substitute this into the first-order formula (22), at time T we have

a(1)m (T ) =
1

i~
Fmk

∫ T

0

eiωmkt
(
eiωt + e−iωt

)
dt

=
1

i~
Fmk

(
ei(ωmk+ω)T − 1

i (ωmk + ω)
+
ei(ωmk−ω)T − 1

i (ωmk − ω)

)
=
Fmk

~

(
1− ei(ωmk+ω)T

ωmk + ω
+

1− ei(ωmk−ω)T

ωmk − ω

)
Let us now consider the behavior of this amplitude in the limit |ωT | ≫ 1. Provided the denominators do not vanish,
this amplitude remains bounded as T increases. But if ωmk+ω → 0 the first term will grow in proportion to T , and if
ωmk −ω → 0 the second term will grow in proportion to T . These are both conditions for resonance. Because ω > 0,
the first of them, ~ω = Ek −Em, is the condition for resonant emission of energy; and the second, ~ω = Em −Ek, is
the condition for resonant absorption of energy by the system. Near a resonance it is permissible to retain only the
dominant term. The validity of perturbation theory at resonance is assured only if Fmk are small.
We consider the case Em−Ek > 0, and retain only the resonant absorption term. Then the absorption probability

is given by

∣∣∣a(1)m (T )
∣∣∣2 =

|Fmk|2

~2

∣∣1− ei(ωmk−ω)T
∣∣2

(ωmk − ω)2
=
|Fmk|2

~2
sin2

(
(ωmk−ω)T

2

)
(
ωmk−ω

2

)2 , Em ≃ Ek + ~ω
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FIG. 14: Elastic scattering of plane wave by some finite range potential.

By the same token we have the emission probability

∣∣∣a(1)m (T )
∣∣∣2 =

|Fmk|2

~2

∣∣1− ei(ωmk+ω)T
∣∣2

(ωmk + ω)
2 =

|Fmk|2

~2
sin2

(
(ωmk+ω)T

2

)
(
ωmk+ω

2

)2 , Em ≃ Ek − ~ω

Formally passing to the limit T →∞, the transition rates are given by means of equation (25)

wmk = lim
T→∞

∣∣∣a(1)m (T )
∣∣∣2

T
=

2π

~
|Fmk|2 δ(Em − Ek ± ~ω)

Similarly we need a continuous factor to get a reasonable interpretation. This time the initial state k is again fixed
so the continuous factor may comes from that the final state Em is in continuum, like the situation of photo-electric
effect. Or, suppose both Ek and Em are fixed, the perturbation itself is continuous, which means ~ω covers a range -
it is not monochromatic. The Fermi’s golden rule in harmonic perturbation reads

w =
2π

~
|Fmk|2 ρ(Em ± ~ω). (27)

To summarize, for constant perturbation, we obtain appreciable transition probability for k → m only if Em ≃ Ek.
In contrast, for harmonic perturbation we have appreciable transition probability only if Em ≃ Ek − ~ω (stimulated
emission) or Em ≃ Ek + ~ω (absorption) (see Figure 13)

E. Elastic scattering

We take the example of elastic scattering as an application of the Fermi’s golden rule. In 1D the particles are
scattered by a potential barrier - there are only two possibilities, reflection or penetration. We can define the
corresponding coefficients R = jr/ji, T = jt/ji with T + R = 1. In 3D, however, the incident particles along z-axis
may be scattered to different directions and the probability exhibits an angular distribution, see Figure 14. For elastic
scattering, the momentum is conserved, i.e. |p| = |p0|. Take the incidental particle as a box-normalized plane wave

ψi =
1√
L3
eip0·r/~,

and regard the target particle as perturbation V (r), the scattered wave will be in a state

ψs =
1√
L3
eip·r/~.

The matrix elements are calculated as

H ′
mk =

∫
1√
L3
e−ip·r/~V (r)

1√
L3
eip0·r/~d3r

=
1

L3

∫
V (r)ei(p0−p)·r/~d3r
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FIG. 15: Three ways in which light interacts with atoms.

Suppose the density of states for the outgoing particle in a small phase volume is ρ, we know

ρdE = ∆x∆y∆z∆px∆py∆pz/h
3 = L3p2dpdΩ/h3 = L3mpdΩdE/h3

where we have used for free particle

E = p2/2m, dE = pdp/m

The Fermi’s golden rule gives the transition rate

w =
2π

~
|H ′

mk|
2
ρ(Em)

=
2π

~
1

L6

∣∣∣∣∫ V (r)ei(p0−p)·r/~d3r

∣∣∣∣2 L3mpdΩ/h3

The angular distribution of scattered particles in a particular process is described in terms of a differential cross
section. Suppose that a flux of ji particles per unit area per unit time is incident on the target. The number of
particles per unit time scattered into a narrow cone of solid angle dΩ centered about the direction whose polar angles
with respect to the incident flux are θ and φ, will be proportional to the incident flux ji and to the angular opening
dΩ of the cone. Hence it may be written as w = jiσ (θ, φ) dΩ. The proportionality factor σ (θ, φ) is known as the
differential cross section. In our case the incident flux is

ji = −
i~
2m

(ψ∗
i ▽ ψi − ψi ▽ ψ∗

i )

=
1

L3

p

m

which gives

σ (θ, φ) =
w

jidΩ
=

m2

(2π~2)2

∣∣∣∣∫ V (r)ei(p0−p)·r/~d3r

∣∣∣∣2 .
Problem 9 Zeng Jinyan, page 341, 2,3 (Solution, page 404, 10.2,10.4 (constant perturbation)

V. SEMICLASSICAL TREATMENT OF EMISSION AND ABSORPTION OF RADIATION

Our basic knowledge about the structure of atoms comes directly from the study of interaction between light (which
is essentially one kind of electromagnetic wave) and atoms. An atom in one of its lower states can absorb a passing
photon of the right energy and be raised to a higher energy state - a process called absorption. Or, the same atom in
one of its higher levels can absorb a passing photon and get to a lower level by emitting two photons - a process called
stimulated radiation. Furthermore, even in the absence of a perturbing external electromagnetic field, the atom in
one of its higher levels can still get to a lower level by emitting a photon - a process called spontaneous radiation.
These three processes are shown in figure 15. Two important observables are the frequency and the relative strength of
the spectral line, which are related to the energy difference and the transition rate. For a more rigorous treatment we
need quantum electrodynamics to quantize both the electric field and atom. Here we adopt a semiclassical method to
discuss the absorption and stimulated emission, that is, the electric field is treated as a classical field, while the atom
is a quantum mechanical system. This method fails for the spontaneous radiation. Interestingly it may be explained
by a concept called detailed balance according to Einstein.
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A. Absorption and stimulated emission of light

An electromagnetic wave (I’ll refer to it as “light”, though it could be infrared, ultraviolet, microwave, X-ray,
etc.; these differ only in their frequencies) consists of transverse (and mutually perpendicular) oscillating electric and
magnetic fields

E = E0 cos (ωt− k · r)
B = B0 cos (ωt− k · r) .

For a Gaussian system, |E0| = |B0|. The electric part of the interaction scales as eE0, while the magnetic part as
e (v ×B0) /c with v/c ≪ 1. An atom, in the presence of a passing light wave, responds primarily to the electric
component. The atom, then, is exposed to a sinusoidally oscillating electric field with the perturbation Hamiltonian

Ĥ ′ = −D ·E = −D ·E0 cos (ωt− k · r) ,

with the electric dipole moment D = −er. The transition induced by this dipole moment is called electric dipole
moment approximation. If the wavelength is long compared to the size of the atom (For visible light, the wavelength

λ ∼ 4000− 7000Å, which is much larger than the Bohr radius a0), we can ignore the spatial variation in the field, i.e.
k · r ∼ a/λ≪ 1. The electric field is applied homogeneously on the atom, so

Ĥ ′ = −D ·E0 cos (ωt) =
W

2

(
eiωt + e−iωt

)
with W = −D ·E0. The first-order transition rate for sinusoidal time dependence of the perturbation gives

wmk =
2π

~

∣∣∣∣Wmk

2

∣∣∣∣2 δ(Em − Ek ± ~ω)

=
π

2~2
|Wmk|2 δ(ωmk ± ω)

=
π

2~2
|Dmk|2E2

0 cos
2 θδ(ωmk ± ω)

where θ is the angle between D and E0. We shall be interested in the case of an atom bathed in radiation coming
from all directions, and with all possible polarizations. What we need is the average of cos2 θ in all directions

cos2 θ =
1

4π

∫∫
cos2 θdΩ =

1

4π

∫∫
cos2 θ sin θdθdφ

=
1

2

∫ π

0

cos2 θ sin θdθ =
1

3

so

wmk =
π

6~2
|Dmk|2E2

0δ(ωmk ± ω)

But this is for a monochromatic perturbation, consisting of a single frequency ω. In many applications the system
is exposed to electromagnetic waves at a whole range of frequencies; in that case we need integrate over a frequency
range dω with density of states

ρ (ω) =
1

8π
(E2 +B2) =

1

4π
E2

=
1

4π
E2

0 cos
2 ωt =

E2
0

4π

1

T

∫ T

0

dt cos2 ωt =
1

8π
E2

0

where the average is taken in a period T = 2π/ω. The energy density E2
0 should then be replaced by

∫
dω8πρ (ω). We

have the total transition rate induced by incoherent, non-polarized natural light (to be more specific, for absorption)

wmk =
4π2

3~2
|Dmk|2 ρ (ωmk)

=
4π2e2

3~2
|rmk|2 ρ (ωmk)
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Evidently the transition rate is proportional to the energy intensity in the field ρ (ωmk) and the matrix element |rmk|.
This leads to the selection rules in quantum mechanics.
Suppose we are interested in systems like hydrogen, for which the Hamiltonian is spherically symmetrical. In that

case we may specify the states with the usual quantum numbers n, l, and m, and the matrix elements are

⟨n′l′m′|r|nlm⟩

Clever exploitation of the angular momentum commutation relations and the hermiticity of the angular momentum
operators yields a set of powerful constraints on this quantity.

• Selection rules involving m and m′: Consider first the commutators of L̂z with x̂, ŷ, and ẑ, which we worked
out earlier

[L̂z, x̂] = i~ŷ,

[L̂z, ŷ] = −i~x̂,
[L̂z, ẑ] = 0.

From the third of these it follows that

0 =
⟨
n′l′m′|[L̂z, ẑ]|nlm

⟩
=
⟨
n′l′m′|

(
L̂z ẑ − ẑL̂z

)
|nlm

⟩
= (m′ −m) ~ ⟨n′l′m′|ẑ|nlm⟩

So unless m′ = m, the matrix elements of ẑ are always zero. Meanwhile, from the commutator of L̂z with x̂ and
ŷ we get ⟨

n′l′m′|[L̂z, x̂]|nlm
⟩
=
⟨
n′l′m′|

(
L̂zx̂− x̂L̂z

)
|nlm

⟩
= (m′ −m) ~ ⟨n′l′m′|x̂|nlm⟩ = i~ ⟨n′l′m′|ŷ|nlm⟩⟨
n′l′m′|[L̂z, ŷ]|nlm

⟩
=
⟨
n′l′m′|

(
L̂z ŷ − ŷL̂z

)
|nlm

⟩
= (m′ −m) ~ ⟨n′l′m′|ŷ|nlm⟩ = −i~ ⟨n′l′m′|x̂|nlm⟩

so

(m′ −m)
2 ⟨n′l′m′|x̂|nlm⟩ = ⟨n′l′m′|x̂|nlm⟩

and hence either (m′ −m)
2
= 1 or the matrix elements of x̂ are zero. So we obtain the selection rule for m

No transition occurs unless ∆m = ±1, 0

This is an easy result to understand if you remember that the photon carries spin 1, and hence its value of m is
1, 0,−1; conservation of (the z-component of) angular momentum requires that the atom give up whatever the
photon takes away.

• Selection rules involving l and l′: From the following commutation relation (Check it!)

[L̂2, [L̂2, r]] = 2~2(rL̂2 + L̂2r)

we can get the selection rule for l

No transition occurs unless ∆l = ±1

Again, this result (though scarcely trivial to derive) is easy to interpret: The photon carries spin 1, so the
rules for addition of angular momentum would allow l′ = l + 1, l, l − 1. For electric dipole radiation the middle
possibility – though permitted by conservation of angular momentum - does not occur.

Evidently not all transitions to lower-energy states can proceed; some are forbidden by the selection rules. The
scheme of allowed transitions for the first four Bohr levels in hydrogen is shown in Figure 16. Note that the 2S
state ψ200 is ”stuck”: It cannot decay, because there is no lower-energy state with l = 1. It is called a metastable
state, and its lifetime is indeed much longer than that of, for example, the 2P states ψ211, ψ210, ψ21−1. Metastable
states do eventually decay, either by collisions or by magnetic dipole or electric quadrupole transitions, or by
multi-photon emission.
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FIG. 16: Allowed decays for the first four Bohr levels in hydrogen.

B. Einstein’s treatment of spontaneous emission

It is well known that an atom in an excited state will spontaneously emit radiation and return to its ground state.
That phenomenon is not predicted by this version of the theory, in which only the atom is treated as a quantum-
mechanical system, but the radiation is treated as an external classical field. A more rigorous calculation requires a
quantum theory of the electromagnetic field. Nevertheless, Einstein was able to deduce some of the most important
features of spontaneous emission in 1917, when most of the quantum theory was unknown. The argument below,
derived from Einstein’s ideas, is based on the principle that the radiation mechanism must preserve the statistical
equilibrium among the excited states of the atoms.
We first define the absorption and stimulated emission coefficients. Let the number of atoms in state k be nk,

and consider transitions between states k and m involving the emission and absorption of radiation at the frequency
ωmk = (Em − Ek) /~ > 0. We have calculated the transition rate for an atom to absorb radiation. It has the form

wmk = Bmkρ (ωmk)

where

Bmk =
4π2e2

3~2
|rmk|2

and ρ (ωmk) is the energy density of the radiation at the angular frequency ωmk. Therefore the rate of excitation of
atoms by absorption of radiation will be

Bmkρ (ωmk)nk.

Einstein assumed that the rate of de-excitation of atoms by emitting radiation is of the form

Bkmρ (ωmk)nm +Akmnm.

The first term corresponds to stimulated emission, which we have shown how to calculate. The second term, which is
independent of the presence of any radiation, describes spontaneous emission. At equilibrium the rates of excitation
and de-excitation must balance, so we must have

Bkmρ (ωmk)nm +Akmnm = Bmkρ (ωmk)nk

Invoking the principle of detailed balance, Einstein assumed that the probabilities of induced emission and absorption
should be equal: Bmk = Bkm. This relation was confirmed by our quantum-mechanical calculation above. Further-
more, we know that in thermodynamic equilibrium the relative occupation of the various atomic states is given by
the Boltzmann distribution, so we must have

nk/nm = e(Em−Ek)/kT = e~ωmk/kT
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with k the Boltzmann constant and T is the temperature. Therefore we may solve for energy density of the radiation
field at equilibrium

ρ (ωmk) =
Akm

Bkm

1

nk/nm − 1

=
Akm

Bkm

1

e~ωmk/kT − 1

But Planck’s black body formula tells us the energy density of thermal radiation

ρ (ωmk) =
~

π2c3
ω3
mk

e~ωmk/kT − 1

Comparing the two expressions, we conclude that the spontaneous emission rate is

Akm =
~ω3

mk

π2c3
Bkm

which relates the spontaneous emission probability to the induced emission probability that has already been cal-
culated. This relation, derived before most of quantum mechanics had been formulated, remains valid in modern
quantum electrodynamics.

VI. SCHRÖDINGER PICTURE, HEISENBERG PICTURE AND INTERACTION PICTURE

In the historical development there appeared two different views on the time evolution of the system:

• Schrödinger Picture: It is considered that it is the state of the system that is evolved, i.e., the state evolves from
|Ψ(r,0)⟩ into |Ψ(r,t)⟩ as time goes from 0 to t. As consequences of the state evolution, all results we can draw
from the system evolve along with it.

• Heisenberg Picture: It is considered that the state of the system does not change with time and will stay as it
was. It is the dynamical variables (operators) that evolve with time.

These two points of view are equal in explaining the evolution of the system and can be transformed into each other
through suitable transformation.

A. Schrödinger picture

In an arbitrary representation, state |Ψ(r,0)⟩ is expressed as a vector. As time flies, the vector evolves, at time t,
the vector reaches |Ψ(r,t)⟩. We can define the time evolution operator U(t, 0) as

|Ψ(r,t)⟩ = U(t, 0) |Ψ(r,0)⟩

The Schrödinger equation is now

i~
d

dt
(U(t, 0) |Ψ(r,0)⟩) = Ĥ (U(t, 0) |Ψ(r,0)⟩)

The initial state is arbitrary, so we have the Schrödinger equation for time evolution operator

i~
d

dt
U(t, 0) = ĤU(t, 0) (28)

Our first task is to derive formal solutions. There are three cases to be treated separately.

Case I The Hamiltonian operator Ĥ is independent of time t. The Hamiltonian for a spin magnetic moment interacting
with a time-independent magnetic field is an example of this: Ĥ ∼ S ·B. The solution in such a case is given by

U(t, 0) = e−
i
~ Ĥt. (29)
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For simplicity we take as an example the harmonic oscillator initially in its ground state

|Ψ(x,0)⟩ = ψ0(x) =
(mω
π~

)1/4
e−

1
2

mω
~ x2

Ĥ =
p2

2m
+

1

2
mω2x2

Action of time evolution operator upon |Ψ(x,0)⟩ gives

U(t, 0) |Ψ(x,0)⟩ = e−
i
~ Ĥtψ0(x) = e−

i
~E0tψ0(x) = Ψ(x,t)

which is just the solution of time-dependent Schrödinger equation. Similarly, for a superposition state of the
ground state and the first excited state

|Ψ(x,0)⟩ = 1√
2
ψ0(x) +

1√
2
ψ1(x)

at time t we get

U(t, 0) |Ψ(x,0)⟩ = 1√
2
e−

i
~E0tψ0(x) +

1√
2
e−

i
~E1tψ1(x) = Ψ(x,t)

Case II The Hamiltonian operator Ĥ is time dependent but the Ĥ’s at different times commute. As an example, let us
consider the spin magnetic moment subjected to a magnetic field whose strength varies with time but whose
direction is always unchanged. The formal solution in this case is

U(t, 0) = e−
i
~
∫ t
0
dt′Ĥ(t′). (30)

Case III The Ĥ’s at different times do not commute. Continuing with the example involving spin magnetic momentum,
we suppose, this time, that the magnetic field direction also changes with time: at t = t1 in the x-direction, at
t = t2 in the y-direction, and so forth. Because Sx and Sy do not commute, H(t1) and H(t2), which go like
S ·B, do not commute either. The formal solution in such a situation is given by

U(t, 0) = 1 +

∞∑
n=1

(
− i
~

)n ∫ t

0

dt1

∫ t1

0

dt2 · · ·
∫ tn−1

0

dtnĤ(t1)Ĥ(t2) · · · Ĥ(tn) (31)

which is an alternative form of Dyson series.

What are some properties we would like to ascribe to the time evolution operator? The first important property
is the unitary requirement for U(t, 0) that follows from probability conservation (See Sakurai, Modern Quantum
Mechanics, page 70)

U†(t, 0) = U(t, 0)−1 or U†(t, 0)U(t, 0) = U(t, 0)U†(t, 0) = 1

This assures that the state must remain normalized to unity at all later times if it is initially normalized to unity

⟨Ψ(x, 0|Ψ(x, 0)⟩ = 1⇒ ⟨Ψ(x, t|Ψ(x, t)⟩ =
⟨
Ψ(x, 0|U†(t, 0)U(t, 0)|Ψ(x, 0)

⟩
= 1.

The expectation value of an observable Â on a non-stationary state may change with time, i.e.

⟨A(0)⟩ =
⟨
Ψ(x, 0|Â|Ψ(x, 0)

⟩
and

⟨A(t)⟩ =
⟨
Ψ(x, t|Â|Ψ(x, t)

⟩
may differ from each other. Another feature we require of the U operator is the composition property

U(t2, t0) = U(t2, t1)U(t1, t0) (32)

It says that if we are interested in obtaining time evolution from t0 to t2, then we can obtain the same result by first
considering time evolution from t0 to t1, then from t1 to t2, a reasonable requirement. Note that we read equation
(32) from right to left.
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B. Heisenberg picture

There is another formulation of quantum dynamics where observables, rather than state kets, vary with time, known
as Heisenberg picture. It is important to keep in mind that under a unitary transformation that changes the state
kets, the inner product of a state bra |α⟩ and a state ket ⟨β| remains unchanged

⟨β|α⟩ →
⟨
β|U†U |α

⟩
= ⟨β|α⟩

We can infer how
⟨
β|F̂ |α

⟩
must change⟨

β|F̂ |α
⟩
→
{
⟨β|U†} F̂ {U |α⟩} = ⟨β|(U†F̂U

)
|α
⟩

This suggests two approaches to unitary transformations

Approach 1 |α⟩ → U |α⟩, with operators unchanged

Approach 2 F̂ → U†F̂U , with state kets unchanged

Motivated by the Approach 2, we define the Heisenberg picture observable by

ÂH(t) = U†(t, 0)ÂSU(t, 0) (33)

where the superscripts H and S stand for Heisenberg and Schrödinger, respectively. At t = 0, the Heisenberg picture
observable and the corresponding Schrödinger picture observable coincide

ÂH(0) = ÂS

The state kets also coincide between the two pictures at t = 0; at later time t the Heisenberg picture state ket is
frozen to what it was at t = 0

|Ψ(r, t)⟩H = |Ψ(r, 0)⟩

independent of t. This is in dramatic contrast with the Schrödinger picture state kets

|Ψ(r,t)⟩S = U(t, 0) |Ψ(r,0)⟩

The experimental measurement must give the same result in these two pictures. In fact, the expectation value ⟨A(t)⟩
is obviously the same in both pictures

S ⟨Ψ(r,t| ÂS |Ψ(r,t)⟩S = ⟨Ψ(r, 0)|U†ÂSU |Ψ(r, 0)⟩
=H ⟨Ψ(r, t)| ÂH(t) |Ψ(r, t)⟩H

or

⟨A⟩S = ⟨A⟩H

We now derive the fundamental equation of motion in the Heisenberg picture. Assuming that ÂS does not depend
explicitly on time, which is the case in most physical situations of interest, we obtain by differentiating equation (33)

dÂH(t)

dt
=
∂U†(t, 0)

∂t
ÂSU(t, 0) + U†(t, 0)ÂS ∂U(t, 0)

∂t

= − 1

i~
U†(t, 0)ĤÂSU(t, 0) +

1

i~
U†(t, 0)ÂSĤU(t, 0)

= − 1

i~

(
U†ĤU

)(
U†ÂSU

)
+

1

i~

(
U†ÂSU

)(
U†ĤU

)
=

1

i~

[
ÂH , ĤH

]
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where we have used equation (28) and its conjugate. The Hamiltonian was originally defined in Schrödinger picture.

In elementary applications (Case I), U(t, 0) depends solely on Ĥ as e−
i
~ Ĥt and obviously commutes with Ĥ, as a

result, the Hamiltonian operator has the same form in both pictures

ĤH = U†ĤU = ĤS

so it is all right to write the equation of motion for operator as

i~
d

dt
ÂH(t) =

[
ÂH , Ĥ

]
(34)

Historically, this equation was first written by P. A. M. Dirac, who - with his characteristic modesty - call it Heisen-
berg equation of motion. Note that for Heisenberg picture, there is only Heisenberg equation for operators and
no Schrödinger equation for wavefunctions. And if an operator ÂS commute with Ĥ in Schrödinger picture, it also
does in Heisenberg picture. Indeed

i~
d

dt
ÂH(t) = ÂHĤ − ĤÂH

= U†ÂSUĤ − ĤU†ÂSU

= U†ÂSĤU − U†ĤÂSU

= U†
(
ÂSĤ − ĤÂS

)
U

i.e. if ÂS is a conservative quantity in Schrödinger picture, it also does in Heisenberg picture. In discussing the
conservative quantities in Schrödinger picture, we arrived at the result that

i~
d

dt

⟨
Â
⟩
=
⟨
ÂĤ − ĤÂ

⟩
if Â does not explicitly depend on time. This should not be confused with Heisenberg equation here because they are
discussed in different pictures.
To conclude let us summarize the differences between the Schrödinger picture and the Heisenberg picture in the

following table.

Schrödinger picture Heisenberg picture

Wavefunctions |Ψ(r, t)⟩S = U(t, 0) |Ψ(r, 0)⟩ |Ψ(r, t)⟩H = |Ψ(r, 0)⟩
Dynamical equation i~ d

dt |Ψ(r, t)⟩S = Ĥ |Ψ(r, t)⟩S unchanged

Operators ÂS ÂH(t) = U†(t, 0)ÂSU(t, 0)

Dynamical equation unchanged i~ d
dt Â

H(t) =
[
ÂH , Ĥ

]
⟨A⟩S = ⟨A⟩H

C. Interaction picture

In dealing with the problem of quantum transition, it is more convenient to use the interaction picture, which is
in between the Schrödinger picture and the Heisenberg picture. The premise for this is that our Hamiltonian Ĥ can
be divided into two terms Ĥ = Ĥ0 + Ĥ ′, where Ĥ0 is a stationary Hamiltonian and does not depend on time. The
perturbation Ĥ ′ is time dependent. The effects of Ĥ0 and Ĥ ′ are different in inducing transitions. Initially the state
of the system

Ψ(r, 0) =
∑
n

anψn

where ψn’s are the eigenfunctions of Ĥ0. If only Ĥ0 exists, that means, no perturbation present, the evolution of the
state would be

Ψ(r, t) =
∑
n

anψne
− i

~Ent
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The probability of finding the system in state ψn is
∣∣∣ane− i

~Ent
∣∣∣2, which does not change with time. Thus, Ĥ0 has no

effect in causing transitions. Only the perturbation Ĥ ′ induce transitions. The interaction picture is a modification
to Schrödinger picture that makes the effect of Ĥ ′ more prominent and is very powerful in treating the transition
problems.
Definition of state in interaction picture: In Schrödinger picture the state of the system at any time t is expressed

by

|Ψ(r, t)⟩S = U(t, 0) |Ψ(r, 0)⟩

where U(t, 0) comprises both the effect of Ĥ0 and Ĥ ′. The interaction picture “deducts” the effect of Ĥ0 in the final
state by defining the interaction picture state vector |Ψ(r, t)⟩I as follows

|Ψ(r, t)⟩I = U−1
0 (t, 0) |Ψ(r, t)⟩S = U−1

0 (t, 0)U(t, 0) |Ψ(r, 0)⟩

where

U−1
0 (t, 0) = e

i
~ Ĥ0t

is the inverse of evolution operator of Ĥ0 . So

|Ψ(r, t)⟩I = e
i
~ Ĥ0t |Ψ(r, t)⟩S (35)

Definition of operator in interaction picture: We define

ÂI = U−1
0 (t, 0)ÂSU0(t, 0)

= e
i
~ Ĥ0tÂSe

− i
~ Ĥ0t (36)

This is a natural result as the expectation values obtained in two pictures must equal each other

⟨A⟩ =I ⟨Ψ(r,t| ÂI |Ψ(r,t)⟩I
=S ⟨Ψ(r,t| e− i

~ Ĥ0t
(
e

i
~ Ĥ0tÂSe

− i
~ Ĥ0t

)
e

i
~ Ĥ0t |Ψ(r,t)⟩S

=S ⟨Ψ(r,t| ÂS |Ψ(r,t)⟩S
Dynamical equation in interaction picture: We now derive the fundamental differential equation that characterize

the time evolution of a state ket in the interaction picture. Take the time derivative of equation (35)

i~
∂

∂t
|Ψ(r, t)⟩I = i~

∂

∂t

(
e

i
~ Ĥ0t |Ψ(r, t)⟩S

)
= −Ĥ0e

i
~ Ĥ0t |Ψ(r, t)⟩S + e

i
~ Ĥ0t

(
i~
∂

∂t
|Ψ(r, t)⟩S

)
= −Ĥ0e

i
~ Ĥ0t |Ψ(r, t)⟩S + e

i
~ Ĥ0t

(
Ĥ0 + Ĥ ′

S

)
|Ψ(r, t)⟩S

= e
i
~ Ĥ0tĤ ′

S |Ψ(r, t)⟩S
=
(
e

i
~ Ĥ0tĤ ′

Se
− i

~ Ĥ0t
)(

e
i
~ Ĥ0t |Ψ(r, t)⟩S

)
we have

i~
∂

∂t
|Ψ(r, t)⟩I = Ĥ ′

I |Ψ(r, t)⟩I . (37)

This is the Schrödinger-like equation with the total Hamiltonian replaced by Ĥ ′
I

Ĥ ′
I = e

i
~ Ĥ0tĤ ′

Se
− i

~ Ĥ0t

which is the perturbation in interaction picture. The change of |Ψ(r, t)⟩I with time is solely decided by Ĥ ′
I . The

initial states |Ψ(r, 0)⟩I and |Ψ(r, 0)⟩S are the same and will be denoted by |Ψ(r, 0)⟩ hereafter. We can also show for

an observable Â that does not contain time explicitly in Schrödinger picture

i~
d

dt
ÂI(t) =

[
ÂI , Ĥ0

]
(38)
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which is the Heisenberg-like equation with the total Hamiltonian replaced by Ĥ0. In many aspects, the interaction
picture, or Dirac picture, is intermediate between the Schrödinger picture and the Heisenberg picture. This should
be evident from the following table.

Schrödinger picture Interaction picture Heisenberg picture

Wavefunctions Evolution determined Evolution determined No change

by Ĥ by Ĥ ′

Operators No change Evolution determined Evolution determined

by Ĥ0 by Ĥ

Integration of the Schrödinger-like equation by iteration: Consider the evolution of the system from time t = 0 to
arbitrary time t. Integration the equation directly gives

i~ (|Ψ(r, t)⟩I − |Ψ(r, 0)⟩I) =
∫ t

0

Ĥ ′
I(t

′) |Ψ(r, t′)⟩I dt
′

or

|Ψ(r, t)⟩I = |Ψ(r, 0)⟩I +
1

i~

∫ t

0

Ĥ ′
I(t

′) |Ψ(r, t′)⟩I dt
′

The |Ψ(r, t′)⟩I appeared in the integrand is itself an unknown state vector to be searched. Repeat the above procedure
by substituting |Ψ(r, t′)⟩I with the above formula gives the following result

|Ψ(r, t)⟩I = |Ψ(r, 0)⟩I +
1

i~

∫ t

0

Ĥ ′
I(t

′)

{
|Ψ(r, 0)⟩I +

1

i~

∫ t′

0

Ĥ ′
I(t

′′) |Ψ(r, t′′)⟩I dt
′′

}
dt′

= |Ψ(r, 0)⟩I +
1

i~

∫ t

0

Ĥ ′
I(t

′) |Ψ(r, 0)⟩I dt
′

+

(
1

i~

)2 ∫ t

0

dt′
∫ t′

0

dt′′Ĥ ′
I(t

′)Ĥ ′
I(t

′′) |Ψ(r, t′′)⟩I

The above argument can be repeated once and once (iteration) to give the solution |Ψ(r, t)⟩I in series form

|Ψ(r, t)⟩I = |Ψ(r, 0)⟩I 0th-order - no perturbation

+
1

i~

∫ t

0

dt1Ĥ
′
I(t1) |Ψ(r, 0)⟩I 1st-order - Ĥ ′

I acted at t1

+

(
1

i~

)2 ∫ t

0

dt1

∫ t1

0

dt2Ĥ
′
I(t1)Ĥ

′
I(t2) |Ψ(r, 0)⟩I 2nd-order - Ĥ ′

I acted at t2 and then t1

+

(
1

i~

)3 ∫ t

0

dt1

∫ t1

0

dt2

∫ t2

0

dt3Ĥ
′
I(t1)Ĥ

′
I(t2)Ĥ

′
I(t3) |Ψ(r, 0)⟩I + · · ·

Transition amplitude: We reconsider the problem of quantum transition in interaction picture. The system starts
out initially in one of the eigenstate |ψk⟩ at time t = 0, i.e |Ψ(r, 0)⟩I = |ψk⟩. We want to know the transition rate to

another eigenstate |ψm⟩ under the perturbation Ĥ ′. We have the zeroth order result

⟨ψm|Ψ(r, 0)⟩I = ⟨ψm|ψk⟩ = δmk

and the first order transition amplitude

⟨ψm|
1

i~

∫ t

0

dt1Ĥ
′
I(t1) |ψk⟩ =

1

i~

∫ t

0

dt1 ⟨ψm| Ĥ ′
I(t1) |ψk⟩

=
1

i~

∫ t

0

dt1 ⟨ψm| e
i
~ Ĥ0t1Ĥ ′

S(t1)e
− i

~ Ĥ0t1 |ψk⟩

=
1

i~

∫ t

0

dt1e
i
~Emt1e−

i
~Ekt1 ⟨ψm| Ĥ ′

S(t1) |ψk⟩

=
1

i~

∫ t

0

H ′
mk(t1)e

iωmkt1dt1
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We arrive at the same result as in time-dependent perturbation theory equation (22). The second-order transition
amplitude appears to be

⟨ψm|
(

1

i~

)2 ∫ t

0

dt1

∫ t1

0

dt2Ĥ
′
I(t1)Ĥ

′
I(t2) |ψk⟩ =

(
1

i~

)2 ∫ t

0

dt1

∫ t1

0

dt2 ⟨ψm| Ĥ ′
I(t1)Ĥ

′
I(t2) |ψk⟩

=

(
1

i~

)2 ∫ t

0

dt1

∫ t1

0

dt2 ⟨ψm| Ĥ ′
I(t1)

∑
n

|ψn⟩ ⟨ψn| Ĥ ′
I(t2) |ψk⟩

=

(
1

i~

)2∑
n

∫ t

0

dt1

∫ t1

0

dt2Ĥ
′
mn(t1)e

iωmnt1Ĥ ′
nk(t2)e

iωnkt2

where we have inserted the complete relation of |ψn⟩. This is nothing but the second-order result a
(2)
m (t) in (23).

VII. ADIABATIC APPROXIMATION AND BERRY’S PHASE

Imagine a perfect pendulum, with no friction or air resistance, oscillating back and forth in a vertical plane. If
one grabs the support and shake it in a jerky manner, the bob will swing around in a wild chaotic fashion. But if I
very gently and steadily move the support, the pendulum will continue to swing in a nice, smooth way, in the same
plane (or one parallel to it) with the same amplitude. This gradual change in the external conditions characterizes an
adiabatic process. Notice that there are two characteristic times involved: Ti, the ”internal” time, representing the
motion of the system itself (in this case the period of the pendulum’s oscillations), and Te, the ”external” time, over
which the parameters of the system change appreciably (if the pendulum were mounted on an oscillating platform,
for example, Te would be the period of the platform’s motion). An adiabatic process is one for which Te ≫ Ti.
In quantum mechanics, the essential content of the adiabatic approximation can be cast in the form of a theorem.

Suppose that the Hamiltonian changes gradually from some initial form Hi to some final form Hf . The adiabatic
theorem states that if the particle was initially in the nth eigenstate of Hi, it will be carried into the nth eigenstate
of Hf if we assume that the spectrum is discrete and non-degenerate throughout the transition from Hi to Hf .
For example, suppose we prepare a particle in the ground state of the infinite square well (Figure 17)

ψi(x) =

√
2

a
sin
(π
a
x
)

If we now gradually move the right wall out to 2a, the adiabatic theorem says that the particle will end up in the
ground state of the expanded well

ψf (x) =

√
1

a
sin
( π
2a
x
)

(apart, perhaps, from a phase factor). Notice that we’re not talking about a small change in the Hamiltonian (as in
perturbation theory) – this one is a huge change. All we require is that it happen slowly. Energy is not conserved
here: whoever is moving the wall is extracting energy from the system, just like the piston on a slowly expanding
cylinder of gas. By contrast, if the well expands suddenly, the resulting state is still ψi(x), which is a complicated
linear combination of eigenstates of the new Hamiltonian. In this case energy is conserved; as in free expansion of a
gas into the vacuum when the barrier is suddenly removed, no work is done.

A. Proof of the adiabatic theorem

The adiabatic theorem is simple to state, and it sounds plausible, but it is not easy to prove. Suppose the the
Hamiltonian is independent of time, then a particle which starts out in the nth eigenstate ψn

Ĥψn = Enψn

remains in the nth eigenstate, simply picking up a phase factor

Ψn(t) = ψne
−iEnt/~.
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FIG. 17: Particle starts out in the ground state of the infinite square well. If the wall moves slowly, the particle remains in the
ground state. If the wall moves rapidly, the particle is left (momentarily) in its initial state.

If the Hamiltonian changes with time, then the eigenfunctions and eigenvalues are themselves time dependent and we
have the instantaneous eigenequations

Ĥ(t)ψn(t) = En(t)ψn(t) (39)

At any particular instant the eigenfunctions still constitute an orthonormal set

⟨ψn(t)|ψm(t)⟩ = δnm

and they are complete, so the general solution to the time dependent Schrödinger equation

i~
∂

∂t
Ψ(t) = Ĥ(t)Ψ(t) (40)

can be expressed as a linear combination of them

Ψ(t) =
∑
n

cn(t)ψn(t)e
iθn(t) (41)

where

θn(t) ≡ −
1

~

∫ t

0

En(t
′)dt′ (42)
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generalizes the “standard” phase factor to the case where En varies with time. Substitute equation (41) into (40) we
obtain

i~
∑
n

(
ċnψn + cnψ̇n + icnψnθ̇n

)
eiθn =

∑
n

cn

(
Ĥψn

)
eiθn

(dot denotes the time derivative) In view of equations (39) and (42), the last two terms cancel, leaving∑
n

ċnψne
iθn = −

∑
n

cnψ̇ne
iθn

Taking the inner product with ψm, and invoking the orthonormality of the instantaneous eigenequations∑
n

ċnδmne
iθn = −

∑
n

cn

⟨
ψm|ψ̇n

⟩
eiθn

or

ċm(t) = −
∑
n

cn

⟨
ψm|ψ̇n

⟩
ei(θn−θm) (43)

Now differentiating the instantaneous eigenequations (39) with respect to time yields

Ḣψn + Ĥψ̇n = Ėnψn + Enψ̇n

and hence (again taking the inner product with ψm)⟨
ψm|Ḣ|ψn

⟩
+
⟨
ψm|Ĥ|ψ̇n

⟩
= Ėnδmn + En

⟨
ψm|ψ̇n

⟩
Exploiting the hermiticity of Ĥ to write

⟨
ψm|Ĥ|ψ̇n

⟩
= Em

⟨
ψm|ψ̇n

⟩
, it follows that for n ̸= m⟨

ψm|Ḣ|ψn

⟩
= (En − Em)

⟨
ψm|ψ̇n

⟩
Putting this into equation (43) and assuming the energies are non-degenerate we conclude that

ċm(t) = −cm
⟨
ψm|ψ̇m

⟩
−
∑
n̸=m

cn

⟨
ψm|Ḣ|ψn

⟩
En − Em

exp

(
− i
~

∫ t

0

(En(t
′)− Em(t′)) dt′

)

This result is exact. Now comes the adiabatic approximation. Assume that Ḣ is extremely small, and drop the second
term, leaving

ċm(t) = −cm
⟨
ψm|ψ̇m

⟩
with the solution

cm(t) = cm(0)eiγm(t)

where

γm(t) ≡ i
∫ t

0

⟨
ψm(t′)| ∂

∂t′
ψm(t′)

⟩
dt′

In particular, if the particle starts out in the nth eigenstate, i.e. cn(0) = 1 and cm(0) = 0 for m ̸= n, then at time t,

Ψn(t) = eiγn(t)eiθn(t)ψn(t) (44)

it will remains in the nth eigenstate of the evolving Hamiltonian, picking up only a couple of phase factors.
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FIG. 18: Itinerary for adiabatic transport of a pendulum on the surface of the earth.

B. Nonholonomic Processes

Let us return to the classical model I used above to develop the notion of an adiabatic process: a perfectly frictionless
pendulum whose support is carried around from place to place. I claimed that as long as the motion of the support
is very slow, compared to the period of the pendulum (so that the pendulum executes many oscillations before the
support has moved appreciably), it will continue to swing in the same plane (or one parallel to it), with the same
amplitude (and, of course, the same frequency).
But what if I took this ideal pendulum up to the North Pole, and set it swinging – say, in the direction of Portland

(Figure 18). (For the moment, I’ll pretend the earth is not rotating.) Very gently (that is, adiabatically), I carry it
down the longitude line passing through Portland, and on beyond, down to the equator. At this stage it is swinging
north-south. Now I carry it (still swinging north-south) partway around the equator. And finally, I carry it back
up to the North Pole, along the new longitude line. It is clear that the pendulum will no longer be swinging in the
same plane as it was when I set out–indeed, the new plane makes an angle Θ with the old one, where Θ is the angle
between the southbound and the northbound longitude lines.
As it happens, Θ is equal to the solid angle (Ω) subtended (at the center of the earth) by the path around

which I carried the pendulum. For this path surrounds a fraction Θ/2π of the northern hemisphere, so its area is
A = (1/2)(Θ/2π)4πR2 = ΘR2 (where R is the radius of the earth), and hence

Θ = A/R2 ≡ Ω

This is a particularly nice way to express the answer, because it turns out to be independent of the shape of the path
(Figure 19).
Incidentally, the Foucault pendulum is an example of precisely this sort of adiabatic transport around a closed

loop on a sphere—only this time instead of me carrying the pendulum around, I let the rotation of the earth do the
job. For an explanation on why the Foucault pendulum proves the earth rotates, see animations and rollovers by the
California Academy of Sciences. http://www.calacademy.org/products/pendulum/index.html

The solid angle subtended by a latitude line θ0 (Figure 20) is

Ω =

∫
sin θdθdϕ = 2π (− cos θ) |θ00 = 2π (1− cos θ0)

Relative to the earth (which has meanwhile turned through an angle of 2π), the daily precession of the Foucault
pendulum is 2π cos θ0 – a result that is ordinarily obtained by appeal to Coriolis forces in the rotating reference frame,
but is seen in this context to admit a purely geometrical interpretation. For example, at the North Pole, the daily
precession is 360◦ while at San Francisco, it is about 225◦.
A system such as this, which does not return to its original state when transported around a closed loop, is said

to be nonholonomic. My project here is to study the quantum mechanics of nonholonomic, adiabatic processes. The
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FIG. 19: Arbitrary path on the surface of a sphere, subtending a solid angle Ω.

FIG. 20: Path of a Foucault pendulum in the course of one day.

essential question is this: How does the final state differ from the initial state, if the parameters in the Hamiltonian
are carried adiabatically around some closed cycle?

C. Berry’s Phase

We have showed that a particle which starts out in the nth eigenstate of Ĥ(0) remains, under adiabatic conditions,

in the nth eigenstate of Ĥ(t), picking up only a time-dependent phase factor. Specifically, its wave function is

Ψn(t) = ei[θn(t)+γn(t)]ψn(t)

where

θn(t) = −
1

~

∫ t

0

En(t
′)dt′
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is the dynamic phase (generalizing the “standard” factor e−iEnt/~ to the case where En is a function of time) and

γn(t) = i

∫ t

0

⟨
ψn(t

′)| ∂
∂t′

ψn(t
′)

⟩
dt′

is the so-called geometric phase.
Now ψn(t) depends on time because there is some parameter R(t) in the Hamiltonian that is changing with time.

In the example Figure 17, R(t) would be the width of the expanding square well. Thus

∂ψn

∂t
=
∂ψn

∂R

dR

dt
(45)

so

γn(t) = i

∫ t

0

⟨
ψn(t

′)|∂ψn

∂R

⟩
dR

dt′
dt′ = i

∫ Rf

Ri

⟨
ψn|

∂ψn

∂R

⟩
dR

where Ri and Rf are the initial and final values of R(t). In particular, if the Hamiltonian returns to its original form
after time T , so that Ri = Rf , then γn(T ) = 0 - nothing very interesting there!
However, I assumed in equation (45) that there is only one parameter in the Hamiltonian that is changing. Suppose

there are N of them: R1(t), R2(t), · · ·RN (t); in that case

∂ψn

∂t
=
∂ψn

∂R1

dR1

dt
+
∂ψn

∂R2

dR2

dt
+ · · · ∂ψn

∂RN

dRN

dt
= (▽Rψn) ·

dR

dt

where R = (R1, R2, · · ·RN ), and ▽R is the gradient with respect to these parameters. This time we have

γn(t) = i

∫ Rf

Ri

⟨ψn| ▽R ψn⟩ · dR

and if the Hamiltonian returns to its original form after a time T , the net geometric phase change is

γn(T ) = i

∮
⟨ψn| ▽R ψn⟩ · dR (46)

This is a line integral around a closed loop in parameter space, and it is not, in general, zero. Equation (46) was first
obtained by M. V. Berry in 1984, and γn(T ) is called Berry’s phase. Notice that γn(T ) depends only on the path
taken, not on how fast that path is traversed (provided, of course, that it is slow enough to validate the adiabatic
hypothesis). By contrast, the accumulated dynamic phase,

θn(T ) = −
1

~

∫ T

0

En(t
′)dt′

depends critically on the elapsed time. It is easy to check that Betty’s phase is real and can be measured. In fact

▽R ⟨ψn|ψn⟩ = 0

because ψn is assumed normalized. So

⟨▽Rψn|ψn⟩+ ⟨ψn| ▽R ψn⟩ = ⟨ψn| ▽R ψn⟩∗ + ⟨ψn| ▽R ψn⟩ = 0

⟨ψn| ▽R ψn⟩ is imaginary⇒ γn(t) is real.

Another question is that: Is Berry’s phase measurable? We are accustomed to thinking that the phase of the wave
function is arbitrary – physical quantities involve |Ψ|2, and the phase factor cancels out. But γn(T ) can be measured,
if (for example) we take a beam of particles (all in the state Ψ) and split it in two, so that one beam passes through
an adiabatically changing potential, while the other does not. When the two beams are recombined, the total wave
function has the form

Ψ =
1

2
Ψ0 +

1

2
Ψ0e

iΓ
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where Ψ0 is the”direct” beam wave function, and Γ is the extra phase (in part dynamic, and in part geometric)

acquired by the beam subjected to the varying Ĥ). In this case

|Ψ|2 =
1

4
|Ψ0|2

(
1 + eiΓ

) (
1 + e−iΓ

)
=

1

2
|Ψ0|2 (1 + cos Γ) = |Ψ0|2 cos2 (Γ/2)

So by looking for points of constructive and destructive interference (where Γ is an even or odd multiple of π,
respectively), one can easily measure Γ. Berry, and other early writers, worried that the geometric phase might be
swamped by a larger dynamic phase, but it has proved possible to arrange things so as to separate out the two
contributions.

VIII. SUMMARY ON PART V

There are quite few examples in Quantum Mechanics which permit exact solutions. We need in most cases the
approximation methods. The stationary perturbation theory can be applied to evaluate the corrections to the discrete
eigen-energy levels and eigenfunctions if the Hamiltonian Ĥ can be separated into two parts, Ĥ0, whose solutions are

exactly known, and the small perturbation Ĥ ′ satisfying H ′
mn ≪

∣∣∣E(0)
m − E(0)

n

∣∣∣.
For non-degenerate case one usually calculate the corrections to energy levels to second order

En = E(0)
n +H ′

nn +
∑
m̸=n

|H ′
mn|

2

E
(0)
n − E(0)

m

+ · · ·

and the corrections to eigenfunctions to first order

ψn = ψ(0)
n +

∑
m̸=n

H ′
mn

E
(0)
n − E(0)

m

ψ(0)
m + · · ·

For degenerate case, by solving the secular equation∣∣∣∣∣∣∣∣∣
H ′

11 − E
(1)
n H ′

12 . . . H ′
1k

H ′
21 H ′

22 − E
(1)
n . . . H ′

2k

. . . . . . . . . . . .

H ′
k1 H ′

k2 . . . H ′
kk − E

(1)
n

∣∣∣∣∣∣∣∣∣ = 0

one obtains in one stroke both (1) the k possible first order energy shifts E
(1)
n (the k roots of the above algebraic

equation) and (2) the k possible correct zeroth-order wavefunctions (the corresponding k eigenfunctions
{
c
(0)
i

}
, which

is nothing but the combination coefficients of ϕi - the k degenerate orthonormal eigenstates of Ĥ0 corresponding to

the same energy E
(0)
n ). One good example of this is the Stark effect of atoms under electric field.

The variational method on the other hand is very useful for estimating the ground state energy E0 when the exact
solutions are not available for Ĥ0. We get closer to the exact result if we use a better trial function. A sophisticated
calculation for the ground state of helium atom gives

⟨H(λ)⟩min = −2 .85 e
2

a0
,

a better result than that from perturbation theory.
Time-dependent perturbation theory is responsible for quantum transition probability. To first order the transition

probability from initial state k to final state m reads

Pmk(t) =
∣∣∣a(1)m (t)

∣∣∣2 =
1

~2

∣∣∣∣∫ t

0

H ′
mk(t1)e

iωmkt1dt1

∣∣∣∣2
For constant perturbation the transition rate is determined by the Fermi’s Golden rule

w =
2π

~
|H ′

mk|
2
ρ(Em)
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while for sinusoidal perturbation Ĥ ′(t) = F̂
(
eiωt + e−iωt

)
, we have

w =
2π

~
|Fmk|2 ρ(Em ± ~ω)

A semiclassical treatment for the absorption and emission of radiation is developed as an application of the time-
dependent perturbation theory. One has the Einstein coefficients

Bmk = Bkm =
4π2e2

3~2
|rmk|2

Akm =
~ω3

mk

π2c3
Bkm

and the selection rules for electric dipole moment transition

No transition occurs unless ∆l = ±1,∆m = 0,±1

Three pictures are equivalent in describing the evolution of the system and the main differences are already summa-
rized in the two tables. We emphasize that the interaction picture is often used in the quantum transition problem.
Finally the adiabatic approximation and Berry’s Phase are still very hot fields in current research. We mention here
only two key formula

Ψn(t) = eiγn(t)eiθn(t)ψn(t)

γn(T ) = i

∮
⟨ψn| ▽R ψn⟩ · dR
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FIG. 1: Example for illustrating the noncommutative property of finite rotations.

I. ROTATIONS AND ANGULAR MOMENTUM

A. Commutation relation

Angular momentum is closely related to the rotation in 3D. Rotations about the same axis commute, whereas
rotations about different axes do not. The result of successive rotation depends on the order of rotations. For
example, let us consider a 90◦ rotation about the z-axis, denoted by Rz(π/2), followed by a 90◦ rotation about the
x-axis, denoted by Rx(π/2); compare this with a 90◦ rotation about the x-axis, followed by a 90◦ rotation about the
z-axis. The final results are different, as can be seen in Figure 1. So the order of successive finite rotations doesn’t
commute.
Now we consider an infinitesimal rotation δα around axis n. As in Part IV of this lecture notes, the convention

we follow here is that a rotation operation affects the physical system itself as in Figure 1, while the coordinate
axes remain unchanged. Had we adopted a different convention, in which a physical system remained fixed but the
coordinate axes rotated, the transformation matrix is the transpose of physical system rotated convention. It is
obviously important to distinguish the two approaches by using “active rotations” for physical system rotated and
“passive rotations” for the coordinate axes rotated. See Ballentine’s book Section 7.5 for clarification.
It is important to be aware that when the abstract vector Ψ(r) is represented as a function of space-time coordi-

nates r, there is an inverse relation between transformations on function space and transformations on coordinates.
Transformation invariance means that the value of the new function at the transformed point is the same as the value
of the original function at the old point, i.e. Ψ′(r′) = Ψ(r). For a rotation in Euler’s angles,

R(α, β, γ)Ψ(r) = Ψ(R−1(α, β, γ)r).

So an active rotation will rotate the radius vector r into

Rn(δα)r = r+ δr = r+ δα(n× r)

as we can see from Figure 2 in Part IV.
Two successive infinitesimal rotations, first by δα around x-axis, followed by δβ around y-axis, change the vector

like

r→ r′ → r′′
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or

Rx(δα)r = r′ = r+ δα(x0 × r)

Ry(δβ)r
′ = r′′ = r′ + δβ(y0 × r′)

Notice the vector product formula

A× (B×C) = (A ·C)B− (A ·B)C

the net result is

Ry(δβ)Rx(δα)r = Ry(δβ)r
′ = r′ + δβ(y0 × r′)

= r+ δα(x0 × r) + δβ[y0 × (r+δα(x0 × r))]

= r+ δα(x0 × r) + δβ(y0 × r) + δαδβ[y0 × (x0 × r)]

= r+ δα(x0 × r) + δβ(y0 × r) + δαδβ [(y0 · r)x0 − (y0 · x0)r]

Let us now change the order of rotation, first by δβ around y-axis, followed by δα around x-axis, we have

Rx(δα)Ry(δβ)r = r+ δα(x0 × r) + δβ(y0 × r) + δαδβ [(x0 · r)y0 − (x0 · y0)r]

It follows that the difference of them is

{Ry(δβ)Rx(δα)−Rx(δα)Ry(δβ)} r = δαδβ[(y0 · r)x0 − (x0 · r)y0]

= δαδβ[(r · y0)x0 − (r · x0)y0] = δαδβ (r× (x0 × y0)) = δαδβ (r× z0)

= −δαδβ (z0 × r) = r−Rz(δαδβ)r

= {Rn(0)−Rz(δαδβ)}r

where we have used

1 = Rn(0)

with n stands for any rotation axis. Thus the final result can be written as

Ry(δβ)Rx(δα)−Rx(δα)Ry(δβ) = Rn(0)−Rz(δαδβ) (1)

This is an example of the commutation relations between rotation operators about different axes. We use this to
deduce the commutation relation of angular momentum in quantum mechanics.
So far we have not used quantum mechanical concepts. The matrix R is just a 3× 3 orthogonal matrix acting on a

vector. In quantum mechanics, however, wavefunctions live on Hilbert space. We use Dirac’s notation to represent a
state ket |α⟩. Given a rotation operation R, characterized by a 3× 3 orthogonal matrix R, we associate an operator
D(R) in the appropriate ket space such that

|α⟩R = D(R) |α⟩

Note that the 3×3 orthogonal matrix acts on a column matrix made up of the three components of a classical vector,
while the operator D(R) acts on state vectors in ket space. The matrix representation of D(R) depends on the
dimensionality of the particular ket space in question. For N = 2, appropriate for describing a spin-1/2 system with
no other degree of freedom, D(R) is represented by a 2×2 matrix; for a spin-1 system, the appropriate representation
is a 3× 3 unitary matrix, and so on.
To construct the rotation operator D(R), it is again fruitful to examine first its properties under an infinitesimal

rotation. The appropriate infinitesimal operator could be written as

Q̂ = I − iεF̂ (2)

with a Hermitian operator F̂ which is called the generator of transformation Q̂. Specifically,

F̂ → p̂x
~
, ε→ δx

for an infinitesimal translation by a displacement δx in the x-direction, and

F̂ → Ĥ

~
, ε→ δt
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for an infinitesimal time evolution with time displacement δt. Similarly we define the angular momentum operator
Ĵk in such a way that the operator for an infinitesimal rotation around the k-th axis by an angle δα can be obtained
by letting

F̂ → Ĵk
~
, ε→ δα

in equation (2). More generally, we have

Dn(δα) = 1− i

~
(Ĵ · n)δα (3)

for a rotation about n by δα (Notice that minus signs are missed in eqs. (7.17) (7.20) and (7.21) in Ballentine’s book).
Specifically

Dx(δα) = 1− i

~
δαĴx

Dy(δβ) = 1− i

~
δβĴy

Dz(δαδβ) = 1− i

~
δαδβĴz

A finite rotation can be obtained by compounding successively infinitesimal rotations about the same axis. For
instance, if we are interested in a finite rotation around z-axis by angle ϕ, we consider

Dz(ϕ) = lim
N→∞

(
1− i Ĵz

~
ϕ

N

)N

= exp

(
− iĴzϕ

~

)

We have from the rotation analogy of equation (1)(
1− i

~
δβĴy

)(
1− i

~
δαĴx

)
−
(
1− i

~
δαĴx

)(
1− i

~
δβĴy

)
= 1−

(
1− i

~
δαδβĴz

)
(
i

~

)2

δαδβ
(
ĴyĴx − ĴxĴy

)
=
i

~
δαδβĴz

Because δα and δβ are two arbitrary infinitesimal rotation angles, we thus have the commutation relation

ĴxĴy − ĴyĴx = i~Ĵz (4)

By the same token

ĴyĴz − ĴzĴy = i~Ĵx
ĴzĴx − ĴxĴz = i~Ĵy

which are exactly the same results as we have got in Part IV by defining the angular momentum to be r̂ × p̂. In
general, when the generators of infinitesimal transformation do not commute, the corresponding group of operation is
said to be non-Abelian. Because of equation (4), the rotation group in 3D is non-Abelian. In contrast, the translation
group in 3D is Abelian because p̂i and p̂j commute even with i ̸= j .
We emphasize that in obtaining the commutation relations (4), we have used the following two concepts:

• Ĵk is the generator of rotation about the k-th axis

• Rotations about different axes fail to commute.

It is no exaggeration to say that these commutation relations summarize in a compact manner all the basic properties
of rotations in 3D.
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B. Eigenvalue and eigenvector of angular momentum

We use a new symbol Ĵ to represent the angular momentum because the discussion here applies to angular mo-
mentum operators defined more generally by equation (3), which may be orbital, spin, total, even isospin angular
momentum. This is important because spin angular momentum, to which our general formalism also applies, has
nothing to do with r̂ and p̂. We can construct the Casimir operator

Ĵ2 = Ĵ2
x + Ĵ2

y + Ĵ2
z

which commute each component of Ĵ. The fundamental commutation relations for general angular momentum reads[
Ĵx, Ĵy

]
= i~Ĵz[

Ĵy, Ĵz

]
= i~Ĵx[

Ĵz, Ĵx

]
= i~Ĵy

and [
Ĵ2, Ĵi

]
= 0, i = x, y, z

We work out the eigenvalues and eigenfunctions of Ĵ2 and Ĵz and derive the expression for matrix elements of angular
momentum operators, first obtained in a 1926 paper by M. Born, W. Heisenberg and P. Jordan.
Define two non-hermitian operators

Ĵ± = Ĵx ± iĴy

which are known as ladder operators. It follows that

[Ĵ2, Ĵ±] = 0

[Ĵz, Ĵ±] = ±~Ĵ±
[Ĵ+, Ĵ−] = 2~Ĵz

Indeed,

[Ĵz, Ĵ+] = Ĵz(Ĵx + iĴy)− (Ĵx + iĴy)Ĵz

= (ĴzĴx − ĴxĴz)− i(ĴyĴz − ĴzĴy)
= i~Ĵy − i(i~Ĵx) = ~(Ĵx + iĴy)

= ~Ĵ+

[Ĵz, Ĵ−] = i~Ĵy + i(i~Ĵx) = −~Ĵx + i~Ĵy = −~Ĵ−

and

Ĵ+Ĵ− = (Ĵx + iĴy)(Ĵx − iĴy) = Ĵ2
x + Ĵ2

y − i(ĴxĴy − ĴyĴx)

= Ĵ2
x + Ĵ2

y + ~Ĵz = Ĵ2 − Ĵ2
z + ~Ĵz

Ĵ−Ĵ+ = Ĵ2
x + Ĵ2

y + i(ĴxĴy − ĴyĴx) = Ĵ2 − Ĵ2
z − ~Ĵz

Ĵ+Ĵ− − Ĵ−Ĵ+ = 2~Ĵz

We denote the eigenfunctions of Ĵ2, Ĵz by |j,m⟩

Ĵ2 |j,m⟩ = λj |j,m⟩
Ĵz |j,m⟩ = m~ |j,m⟩
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both eigenvalues λj and m are to be determined. What is the physical meaning of Ĵ±? To answer this, let us examine

how Ĵz act on Ĵ± |j,m⟩. It is easy to show that Ĵ± |j,m⟩ are also eigenvectors of Ĵz

Ĵz(Ĵ+ |j,m⟩) = (Ĵ+Ĵz + ~Ĵ+) |j,m⟩ = (m+ 1)~(Ĵ+ |j,m⟩)
Ĵz(Ĵ− |j,m⟩) = (Ĵ−Ĵz − ~Ĵ−) |j,m⟩ = (m− 1)~(Ĵ− |j,m⟩)

except that its eigenvalue is now increased (decreased) by one unit of ~ becoming (m± 1)~. So now we see why Ĵ±,

which step one step up (down) on the “ladder” of Ĵz eigenvalues, are known as the ladder operators.

Then start from a simultaneous eigenvector Ĵ2, Ĵz, |j,m⟩ , we could apply Ĵ+ successively, say n times, to obtain

another eigenvectors of Ĵ2, Ĵz with the Ĵz eigenvalue increased by n~, while its Ĵ2 eigenvalue is unchanged

· · · ← Ĵ2
− |j,m⟩ ← Ĵ− |j,m⟩ ← |j,m⟩ → Ĵ+ |j,m⟩ → Ĵ2

+ |j,m⟩ → · · ·
λj λj λj λj λj

(m− 2) ~ (m− 1) ~ m~ (m+ 1) ~ (m+ 2) ~

However, this process can not go on forever: Eventually we’re going to reach a state for which the z-component
exceeds the total, and that cannot be. It turns out that there must exist two eigenvectors |j,mmax⟩ and |j,mmin⟩,
such that

Ĵ+ |j,mmax⟩ = 0 (5)

Ĵ− |j,mmin⟩ = 0 (6)

Stated another way, the eigenvalue of m can not be increased beyond mmax (decreased below mmin).
Equation (5) also implies

Ĵ−Ĵ+ |j,mmax⟩ = 0

But

Ĵ−Ĵ+ = Ĵ2 − Ĵ2
z − ~Ĵz

so (
Ĵ2 − Ĵ2

z − ~Ĵz
)
|j,mmax⟩ = 0

Because |j,mmax⟩ itself is not a null ket, this relationship is possible only if

λj −m2
max~2 −mmax~2 = 0

or

λj = mmax(mmax + 1)~2 (7)

In a similar manner, we can argue that Equation (6) also implies

Ĵ+Ĵ− |j,mmin⟩ = 0

By writing Ĵ+Ĵ− as

Ĵ+Ĵ− = Ĵ2 − Ĵ2
z + ~Ĵz

and (
Ĵ2 − Ĵ2

z + ~Ĵz
)
|j,mmin⟩ = 0

λj −m2
min~2 +mmin~2 = 0
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we conclude that

λj = mmin(mmin − 1)~2 (8)

By comparing (7) and (8)

mmax(mmax + 1) = mmin(mmin − 1)

we infer that

mmin = −mmax

or

mmin = mmax + 1

which can not happen. Call mmax = j, which is positive, and the allowed values of m lie within

−j ≤ m ≤ j

Clearly, we must be able to reach |j, j⟩ by applying Ĵ+ successively to |j,−j⟩ a finite number of times. We must
therefore have

j − (−j) = 2j = positive integer

As a result we get

j =
n

2

i.e., j is either an integer or a half-integer.

j : 0,
1

2
, 1,

3

2
, . . .

while m may take 2j + 1 different values j, j − 1, j − 2, · · · − j. The basic eigenvalue equations now read

Ĵ2 |j,m⟩ = j(j + 1)~2 |j,m⟩ (9)

Ĵz |j,m⟩ = m~ |j,m⟩

C. Matrix elements of angular momentum operators

When we try to figure out the matrix elements of various angular momentum operators, only eigenvectors of the
same j should be taken into account because elements of different j’s all vanish trivially. Assume |j,m⟩ is normalized,
we obviously have ⟨

j′,m′
∣∣∣Ĵ2
∣∣∣ j,m⟩ = j(j + 1)~2δj′jδm′m⟨

j′,m′
∣∣∣Ĵz∣∣∣ j,m⟩ = m~δj′jδm′m

To obtain the matrix elements of Ĵ±, we first consider⟨
j,m

∣∣∣Ĵ†
+Ĵ+

∣∣∣ j,m⟩ =
⟨
j,m

∣∣∣(Ĵ2 − Ĵ2
z − ~Ĵz

)∣∣∣ j,m⟩
= ~2

[
j(j + 1)−m2 −m

]
(10)

Now Ĵ+ |j,m⟩ must be the same as |j,m+ 1⟩ (normalized) up to a multiplication constant. Thus

Ĵ+ |j,m⟩ = c+jm |j,m+ 1⟩
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Comparison with (10) leads to ∣∣c+jm∣∣2 = ~2 [j(j + 1)−m(m+ 1)]

So we have determined c+jm up to an arbitrary phase factor. It is customary to choose it to be real and positive by
convention. So

Ĵ+ |j,m⟩ =
√
(j −m)(j +m+ 1)~ |j,m+ 1⟩ (11)

Similarly we can derive

Ĵ− |j,m⟩ =
√
(j +m)(j −m+ 1)~ |j,m− 1⟩ (12)

Finally we determine the matrix elements of Ĵ± to be⟨
j′,m′

∣∣∣Ĵ±∣∣∣ j,m⟩ =
√

(j ∓m)(j ±m+ 1)~δj′jδm′m±1

Let us turn to some examples. The simplest case is the matrices for j = 1
2 with two eigenstates

|j,m⟩ =
∣∣∣∣12 , 12

⟩
,

∣∣∣∣12 ,−1

2

⟩
We have

Ĵ2 |j,m⟩ = Ĵ2

∣∣∣∣12 ,m
⟩

=
1

2
(
1

2
+ 1)~2

∣∣∣∣12 ,m
⟩

=
3

4
~2
∣∣∣∣12 ,m

⟩
The matrices of Ĵ2 and Ĵz are 2× 2 and diagonal

Ĵ2 =

(
3
4~

2 0
0 3

4~
2

)
=

3

4
~2
(
1 0
0 1

)
Ĵz =

(
1
2~ 0
0 − 1

2~

)
=

1

2
~
(
1 0
0 −1

)
while for Ĵ±, simple calculation

Ĵ+

∣∣∣∣12 , 12
⟩

= 0, Ĵ+

∣∣∣∣12 ,−1

2

⟩
= ~

∣∣∣∣12 , 12
⟩

Ĵ−

∣∣∣∣12 , 12
⟩

= ~
∣∣∣∣12 ,−1

2

⟩
, Ĵ−

∣∣∣∣12 ,−1

2

⟩
= 0

gives the matrices

Ĵ+ =

(
0 ~
0 0

)
, Ĵ− =

(
0 0
~ 0

)
Therefore

Ĵx =
1

2
(Ĵ+ + Ĵ−) =

~
2

(
0 1
1 0

)
, Ĵy =

1

2i
(Ĵ+ − Ĵ−) =

~
2

(
0 −i
i 0

)
The next simplest case is j = 1 where we choose

|ϕ1⟩ = |1, 1⟩ , |ϕ2⟩ = |1, 0⟩ , |ϕ3⟩ = |1,−1⟩

Evidently

Ĵ2 |1,m⟩ = j(j + 1)~2 |1,m⟩ = 2~2 |1,m⟩
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The matrices are now 3× 3

Ĵ2 =

2~2 0 0
0 2~2 0
0 0 2~2

 = 2~2
1 0 0
0 1 0
0 0 1

 ,

Ĵz =

~ 0 0
0 0 0
0 0 −~

 = ~

1 0 0
0 0 0
0 0 −1


Acting Ĵ+ on |ϕi⟩ gives

Ĵ+ |1, 1⟩ = 0, Ĵ+ |1, 0⟩ =
√
2~ |1, 1⟩ , Ĵ+ |1,−1⟩ =

√
2~ |1, 0⟩

i.e.

Ĵ+ =

0
√
2~ 0

0 0
√
2~

0 0 0


Similarly

Ĵ− |1, 1⟩ =
√
2~ |1, 0⟩ , Ĵ− |1, 0⟩ =

√
2~ |1,−1⟩ , Ĵ− |1,−1⟩ = 0

i.e.

Ĵ− =

 0 0 0√
2~ 0 0

0
√
2~ 0


The combination of them gives

Ĵx =
1

2
(Ĵ+ + Ĵ−) =

 0
√
2
2 ~ 0√

2
2 ~ 0

√
2
2 ~

0
√
2
2 ~ 0

 =

√
2

2
~

0 1 0
1 0 1
0 1 0



Ĵy =
1

2i
(Ĵ+ − Ĵ−) =

 0 −i
√
2
2 ~ 0

i
√
2
2 ~ 0 −i

√
2
2 ~

0 i
√
2
2 ~ 0

 =

√
2

2
~

0 −i 0
i 0 −i
0 i 0


Having obtained the matrix elements of Ĵz and Ĵ±, we can study the rotation operator D(R). If a rotation R is

specified by n̂ and ϕ, we can define its matrix elements by

Dj
m′m(R) =

⟨
j,m′

∣∣∣∣∣exp
(
− iĴ · nϕ

~

)∣∣∣∣∣ j,m
⟩

which are sometimes called Wigner functions after E. P. Wigner, who made pioneering contributions to the group
theoretical properties of rotations in quantum mechanics. Notice here the same j-value appears in the ket and bra,
which means rotations cannot change the j-value. Often in the literature, the (2j + 1) × (2j + 1) matrix formed by

Dj
m′m(R) is refereed to as (2j + 1)-dimensional irreducible representation of rotation operator D(R). This leads us

to the group theory which is beyond the scope of this course.

II. SPIN

In classical mechanics, a rigid object admits two kinds of angular momentum: orbital (L = r× p), associated with
the motion of the center of mass, and spin (S = Iω) associated with motion about the center of mass. For example,
the earth has orbital angular momentum attributable to its annual revolution around the sun, and spin angular
momentum coming from its daily rotation about the north-south axis. In the classical context this distinction is
largely a matter of convenience, for when you come right down to it, S is nothing but the sum total of the “orbital”
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angular momenta of all the rocks and dirt clouds that go to make up the earth, as they circle around the axis. But
an analogous thing happens in quantum mechanics, and here the distinction is absolutely fundamental. In addition
to orbital angular momentum associated with the motion of the electron around the nucleus, the electron also carries
another form of angular momentum, which has nothing to do with motion in space (and which is not, therefore,
described by any function of the position variables r, θ, ϕ) but which is somewhat analogous to classical spin (and for
which, therefore, we use the same word). But we can not press this analogy too far: The electron (as far as we know)
is a structureless point particle, and its spin angular momentum cannot be decomposed into orbital angular momenta
of constituent parts. Suffice it to say that elementary particles carry intrinsic angular momentum (S) in addition to
their “extrinsic” angular momentum (L).

A. The Uhlenbeck and Goudsmit proposal

In 1925, Uhlenbeck and Goudsmit postulated the existence of a new intrinsic property of particles that behaved
like an angular momentum as a means of explaining the results of fine structure of spectral lines, anomalous Zeeman
effect and Stern-Gerlach experiment. In these experiments one always observe even number spectral lines, Zeeman
sub-levels or electron beams. This can not be explained by orbital angular momentum because the quantum number
l is integer and (2l + 1) must be odd. This intrinsic property was later termed spin by Pauli, however, the image of
a spinning sphere is not likely an accurate one. This new property needs to be viewed as an intrinsic property like
mass and charge that is particular to a given type of particle. Note that, unlike mass and charge, there is no classical
analog to spin!
It was Dirac who later showed that spin arises very naturally in a correct relativistic formulation of the quantum

theory. This formulation is embodied in the relativistic generalization of the Schrödinger equation called the Dirac
equation.
According to the Uhlenbeck and Goudsmit proposal, the spin of a particle should behave like an angular momentum

and, therefore, should have an associated magnetic moment

Ms = −
gµB

~
Ŝ

where Ŝ is the spin angular momentum operator, the projection of which on any axis can only take two possible values

Ŝz = ±1

2
~.

g is a constant introduced to produce the best fit with experiment and µB = e~/2m is the Bohr magneton . The
interaction with a magnetic field is proportional to −Ms · B, which is the basis of the NMR technique. It is found
that good fits to experimental data are obtained when g = 2, which means that the spin gyromagnetic ratio, defined
to be gµB/~ is twice as large as the orbital gyromagnetic ratio µB/~.

B. Description of spin state and spin operators

Two principles should be kept in mind in describing the spin wavefunction and spin operator. First, spin is an
intrinsic property of electron. It is not the result of some kind of spatial motion, therefore, it can not be expressed
by a wavefunction of spatial coordinate and can not be expressed by operators composed by r̂ and p̂. Secondly,
spin is a kind of angular momentum, and obeys all the requirements for an angular momentum. The spin operators
representing spin angular momentum has three components Ŝx, Ŝy, Ŝz. They obey the general commutation relations
of any angular momentum, i.e.

ŜxŜy − ŜyŜx = i~Ŝz

ŜyŜz − ŜzŜy = i~Ŝx

ŜzŜx − ŜxŜz = i~Ŝy

One may formally write it in a compact notation

Ŝ× Ŝ = i~Ŝ
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which means ∣∣∣∣∣∣
x0 y0 z0
Ŝx Ŝy Ŝz

Ŝx Ŝy Ŝz

∣∣∣∣∣∣ = i~Ŝ.

The square of each component

Ŝ2
x = Ŝ2

y = Ŝ2
z =

(
±1

2
~
)2

=
~2

4

leads to

Ŝ2 =
3

4
~2 = S (S + 1) ~2.

So the spin quantum number takes the value of S = 1
2 .

In general theory of angular momentum, we have discussed the j = 1
2 case which is suitable to express the spin

angular momentum. Actually this is the spin of the particles that make up ordinary matter (protons, neutrons, and
electrons), as well as all quarks and all leptons. Moreover, once you understand spin 1/2, it is a simple matter to

work out the formalism for any higher spin. There are just two eigenstates of Ĵ2 and Ĵz: χ 1
2
=
∣∣ 1
2 ,

1
2

⟩
, which we call

spin up (↑) and χ− 1
2
=
∣∣ 1
2 ,−

1
2

⟩
, which we call spin down (↓). This is a complete set of eigenstates of one electron spin

and can be used as basis to span a representation - the spin representation. Using these as basis vectors, the general
state of a spin-1/2 particle can be expressed as a two-element column matrix (or spinor)

χ =

(
a
b

)
= aχ 1

2
+ bχ− 1

2

with

χ 1
2
=

(
1
0

)
, χ− 1

2
=

(
0
1

)
.

Meanwhile, the spin operators become 2× 2 matrices

Ŝx =
~
2

(
0 1
1 0

)
, Ŝy =

~
2

(
0 −i
i 0

)
, Ŝz =

~
2

(
1 0
0 −1

)
,

Ŝ2 =

(
3
4~

2 0
0 3

4~
2

)
, Ŝ+ =

(
0 ~
0 0

)
, Ŝ− =

(
0 0
~ 0

)
respectively. The ladder operators are defined as before Ŝ± = Ŝx ± iŜy.

C. Pauli matrices

It is customary to write Ŝ = ~
2 σ̂, where σ̂ = (σ̂x, σ̂y, σ̂z) are the famous Pauli spin matrices

σ̂x =

(
0 1
1 0

)
, σ̂y =

(
0 −i
i 0

)
, σ̂z =

(
1 0
0 −1

)
. (13)

Pauli spin operators satisfy several important relations. First it is easy to show that

σ̂2
j = 1, j = x, y, z

σ̂j σ̂k + σ̂kσ̂j = 0, for j ̸= k

These two relations are equivalent to the anti-commutation relation

{σ̂j , σ̂k} = 2δjk (14)
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We also have the commutation relations

[σ̂j , σ̂k] = 2iϵjklσ̂l (15)

Combining (14) and (15) we can obtain

σ̂xσ̂y = iσ̂z, (16)

σ̂yσ̂z = iσ̂x,

σ̂zσ̂x = iσ̂y.

Thus we see that, owing to σ̂2
j = 1 (originated from the fact that Ŝz = ±~

2 ), the spin operators satisfy more rules
than other angular momentum operators. Notice also that

σ̂†
j = σ̂j , det (σ̂j) = −1, T r (σ̂j) = 0

It is possible to establish the Pauli matrices anew from the operation rules. Obviously the operator σ̂z is diagonal
in its own representation and is expressed as

σ̂z =

(
1 0
0 −1

)
So what matrix forms will σ̂x and σ̂y be? Suppose σ̂x can be expressed by

σ̂x =

(
a b
b∗ c

)
because it is hermitian. From σ̂xσ̂z + σ̂zσ̂x = 0(

a b
b∗ c

)(
1 0
0 −1

)
+

(
1 0
0 −1

)(
a b
b∗ c

)
= 0

one has (
a −b
b∗ −c

)
+

(
a b
−b∗ −c

)
= 0⇒ a = c = 0.

By means of σ̂2
x = 1 (

0 b
b∗ 0

)(
0 b
b∗ 0

)
=

(
bb∗ 0
0 bb∗

)
= 1⇒ bb∗ = 1.

Choosing b = b∗ = 1, we have

σ̂x =

(
0 1
1 0

)
,

Finally using σ̂zσ̂x = iσ̂y, we obtain

σ̂y =

(
0 −i
i 0

)
.

D. The complete wave function of an electron

For an electron with a spatial wave function ψ (x, y, z) and a spin ”up”, the complete wave function is

Ψ1 = ψ (x, y, z)χ 1
2
=

(
ψ (x, y, z)

0

)
.

For an electron with a spatial wave function ϕ (x, y, z) and a spin ”down”, the complete expression of wave function
is

Ψ2 = ϕ (x, y, z)χ− 1
2
=

(
0

ϕ (x, y, z)

)
.
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The superposition of the two above wave functions is

Ψ = aΨ1 + bΨ2 =

(
aψ (x, y, z)
bϕ (x, y, z)

)
.

Example 1 Measurement of spin: The eigenstates of Ŝz are of course

χ 1
2
=

(
1
0

)
, χ− 1

2
=

(
0
1

)
with eigenvalues +~/2 and −~/2, respectively. If you measure Ŝz on a particle in the general state

χ =

(
a
b

)
= aχ 1

2
+ bχ− 1

2
,

you could get +~/2, with probability |a|2, or −~/2, with probability |b|2. Since these are the only possibilities, |a|2 +
|b|2 = 1, i.e. the spinor must be normalized. But what if, instead, you chose to measure Ŝx? What are the possible
results, and what are their respective probabilities? According to the generalized statistical interpretation, we need to
know the eigenvalues and eigenspinors of Ŝx. The characteristic equation is∣∣∣∣ −λ ~/2

~/2 −λ

∣∣∣∣ = 0⇒ λ2 = (~/2)2 ⇒ λ = ±~/2

Not surprisingly, the possible values for Ŝx are the same as those for Ŝz. The eigenspinors are obtained in the usual
way:

~
2

(
0 1
1 0

)(
α
β

)
= ±~

2

(
α
β

)
⇒
(
β
α

)
= ±

(
α
β

)
so β = ±α. Evidently the (normalized) eigenspinors of Ŝx are

χ
(x)
1
2

=

(
1√
2
1√
2

)
, with eigenvalue +

~
2

χ
(x)

− 1
2

=

(
1√
2

− 1√
2

)
, with eigenvalue − ~

2

As the eigenvectors of a Hermitian matrix, they span the space; the generic spinor χ can be expressed as a linear
combination of them:

χ =

(
a
b

)
=
a+ b√

2
χ
(x)
1
2

+
a− b√

2
χ
(x)

− 1
2

If you measure Ŝx, the probability of getting +~/2 is |a+ b|2 /2 and the probability of getting −~/2 is |a− b|2 /2. It
is easy to check that these probabilities add up to 1. Suppose a spin 1/2 particle is in the state

χ =
1√
6

(
1 + i
2

)
If you measure Ŝz, the probability of getting +~/2 is

∣∣(1 + i) /
√
6
∣∣2 = 1/3, and the probability of getting −~/2 is∣∣2/√6∣∣2 = 2/3. If you measure Ŝx, the probability of getting +~/2 is
∣∣(3 + i) /

√
6
∣∣2 /2 = 5/6, and the probability of

getting −~/2 is
∣∣(−1 + i) /

√
6
∣∣2 /2 = 1/6. Evidently the expectation value of Ŝx is

5

6

(
+
~
2

)
+

1

6

(
−~
2

)
=

~
3

which we could also have obtained more directly:

⟨Sx⟩ = χ†Ŝxχ =

(
1− i√

6
,
2√
6

)
~
2

(
0 1
1 0

)( 1+i√
6
2√
6

)

=
~
2

(
2√
6
,
1− i√

6

)( 1+i√
6
2√
6

)
=

~
3
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Problem 2 Zeng Jinyan, Textbook, p238-239, 1,2,3,4

Problem 3 Show that the Pauli spin matrices satisfy

σ̂j σ̂k = δjk + i
∑
l

ϵjklσ̂l

III. ADDITION OF OF ANGULAR MOMENTA

It often happens that there are more than one angular momenta in one system. There may be two possibilities:
On the one hand, system contains two particles, each has its own angular momentum. On the other hand, particle
may possess more than one angular momenta, for example orbital angular momentum and spin angular momentum.
One essential question is: How these angular momenta behave themselves in a system?

These angular momenta keep their independency. Each angular momentum has its own eigenvalues
(
Ĵ2, Ĵz

)
and

its own eigenstates (|j,m⟩). The angular momenta do not interfere each other. In this case, these angular momenta
are uncoupled.
But there do exist interactions, slight or strong, between (among) these angular momenta. Individual angular

momentum thus loses its independency. They add together to form a total angular momentum. In this case, these
angular momenta are coupled.
We are interested in the relation between the uncoupled angular momenta and coupled angular momenta. Given

two angular momenta, what would the resulted total angular momentum be? From the viewpoint of representation,
how would a unitary transformation change the states from uncoupled representation to coupled representation?

A. Complete set of commutation operators in two representations

Consider two angular-momentum operators J1 and J2 in different subspaces. The components of J1 and J2 satisfy
the usual angular momentum commutation relations[

Ĵ1j , Ĵ1k

]
= i~ϵjklĴ1l[

Ĵ2j , Ĵ2k

]
= i~ϵjklĴ2l

However, we have [
Ĵ1k, Ĵ2l

]
= 0

between any pair of operators from different subspaces. The infinitesimal rotation operator that affects both subspace
1 and subspace 2 is written as(

1− iĴ1 · nδϕ
~

)
⊗

(
1− iĴ2 · nδϕ

~

)
= 1−

i
(
Ĵ1 ⊗ 1 + 1⊗ Ĵ2

)
· nδϕ

~

We denote the total angular momentum by

Ĵ = Ĵ1 ⊗ 1 + 1⊗ Ĵ2

which is more commonly written as

Ĵ = Ĵ1 + Ĵ2

As for the choice of the base kets, we have two options

• Uncoupled representation: Common eigenstates of commutative operators Ĵ2
1 , Ĵ1z, Ĵ

2
2 , Ĵ2z denoted by

|j1, j2;m1,m2⟩ = |j1,m1⟩ |j2,m2⟩

For given Ĵ1 , Ĵ2, the (2j1 + 1) (2j2 + 1) independent basis eigenstates |j1,m1⟩ |j2,m2⟩ constitute the uncoupled
representation in (2j1 + 1) (2j2 + 1) dimensional spaces.
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• Coupled representation: Common eigenstates of commutative operators Ĵ2
1 , Ĵ

2
2 , Ĵ

2, Ĵz denoted by

|j1, j2; j,m⟩ or |j,m⟩ .

It is necessary to show that these operators commute each other. From the definition of the total angular
momentum, one obviously has

Ĵx = Ĵ1x + Ĵ2x

Ĵy = Ĵ1y + Ĵ2y

Ĵz = Ĵ1z + Ĵ2z

By writing Ĵ2 as

Ĵ2 =
(
Ĵ1 + Ĵ2

)2
= Ĵ2

1 + Ĵ2
2 + 2

(
Ĵ1xĴ2x + Ĵ1yĴ2y + Ĵ1zĴ2z

)
we readily see [

Ĵ2, Ĵ2
1

]
= 0.

Moreover, it is very important to note that even though[
Ĵ2, Ĵ1z

]
= −2i~Ĵ1yĴ2x + 2i~Ĵ1xĴ2y[

Ĵ2, Ĵ2z

]
= 2i~Ĵ1yĴ2x − 2i~Ĵ1xĴ2y

we have [
Ĵ2, Ĵz

]
= 0

that is why we can choose Ĵz in our complete set of commutative operators in coupled representation, but not
Ĵ1z and Ĵ2z. Likewise, we can not add Ĵ2 to the set of uncoupled representation.

B. Transformation between coupled state and uncoupled state

We now consider the unitary transformation that connects the two representations

|j,m⟩ =
∑

m1,m2

|j1, j2;m1,m2⟩ ⟨j1, j2;m1,m2|j,m⟩

The elements of this transformation matrix ⟨j1, j2;m1,m2|j,m⟩ are known as Clebsch-Gordan(CG) coefficients.
There are many important properties of CG coefficients. First, the coefficients vanish unless

m = m1 +m2.

To prove this, first note that (
Ĵz − Ĵ1z − Ĵ2z

)
|j,m⟩ = 0

Multiplying ⟨j1, j2;m1,m2| on the left, we have

(m−m1 −m2) ⟨j1, j2;m1,m2|j,m⟩ = 0

Second, the coefficients vanish unless

|j1 − j2| ≤ j ≤ j1 + j2
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J
1

J
2

J

FIG. 2: Triangle rule for addition of angular momenta.

Indeed, given j1, j2 we have

m1max = j1, m2max = j2,

mmax = j1 + j2 ⇒ jmax = j1 + j2

But what is jmin? We could obtain it from the fact that the dimensionality of space should be invariant under the
transformation of representations. In the uncoupled representation, we have (2j1 + 1) (2j2 + 1) independent basis
eigenstates while the dimensionality of the coupled representation is

jmax∑
j=jmin

(2j + 1) =
1

2
((2j1 + 2j2 + 1) + (2jmin + 1)) (j1 + j2 − jmin + 1)

= (j1 + j2 + jmin + 1) (j1 + j2 − jmin + 1)

= (2j1 + 1) (2j2 + 1)

It follows that

4j1j2 + 2j1 + 2j2 + 1 = (j1 + j2 + 1)
2 − j2min

0 = j21 + j22 − 2j1j2 − j2min

j2min = (j1 − j2)2

i.e.

jmin = |j1 − j2|

so j takes values

j = j1 + j2, j1 + j2 − 1, · · · |j1 − j2| (17)

This property appears more clear from the vector model of angular momentum addition. In Figure 2 we visualize J
to be the vectorial sum of J1 and J2. Equation (17) means that one side of a triangle is neither larger that the sum
of the other two sides, nor smaller that the subtract of them.
CG coefficients are nothing but the unitary transformation matrix elements between two representations, uncoupled

and coupled. The third property of CG coefficients is that they form a unitary matrix and by Condon-Shortley
convention the matrix elements are taken to be real. An immediate consequence of this is that the inverse coefficient
is the same as itself

⟨j1, j2;m1,m2|j,m⟩ = ⟨j,m|j1, j2;m1,m2⟩
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A real unitary matrix is orthogonal, so we have the orthogonality condition∑
jm

⟨j1, j2;m1,m2|j,m⟩ ⟨j1, j2;m′
1,m

′
2|j,m⟩ = δm1m′

1
δm2m′

2∑
m1m2

⟨j1, j2;m1,m2|j,m⟩ ⟨j1, j2;m1,m2|j′,m′⟩ = δjj′δmm′

Different authors used different notations for this coefficients which we list in the table

Condon-Shortley ⟨j1j2m1m2|jm⟩
Edmonds ⟨j1j2m1m2|j1j2jm⟩
Rose C (j1j2j,m1m2m)

Wigner 3-j symbol

(
j1 j2 j3
m1 m2 m3

)

Related to Condon-Shortley through(
j1 j2 j3
m1 m2 m3

)
= (−1)j1−j2−m3 (2j3 + 1)

− 1
2 ⟨j1j2m1m2|j3,−m3⟩ ,

Wigner’s 3-j symbol is a more symmetric representation

(
j1 j2 j3
m1 m2 m3

)
=

(
j2 j3 j1
m2 m3 m1

)
=

(
j3 j1 j2
m3 m1 m2

)

=

(
j2 j1 j3
m2 m1 m3

)
(−1)(j1+j2+j3)

=

(
j1 j2 j3
−m1 −m2 −m3

)
(−1)(j1+j2+j3)

Example 4 We show by an example how to calculate the CG coefficients. Let Ĵ1 be an orbital angular momentum
with quantum number l = 2 and Ĵ2 be a spin angular momentum with quantum number s = 1

2 . The eigenstates of
uncoupled representation are

|j1,m1⟩ : Y22, Y21, Y20, Y2,−1, Y2,−2

|j2,m2⟩ : χ+ =

∣∣∣∣12 , 12
⟩
, χ− =

∣∣∣∣12 ,−1

2

⟩
Obviously one has

mmax =
5

2
, jmax =

5

2

The state in coupled representation is ∣∣∣∣52 , 52
⟩

= Y22χ+ (18)

from which we apply the operator Ĵ− to derive other states with the same jmax. Note that

Ĵ− = Ĵ1− + Ĵ2− = L̂− + Ŝ−

For each side of equation (18), by means of

Ĵ− |j,m⟩ =
√

(j +m) (j −m+ 1)~ |j,m− 1⟩ ,
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+

Y
2,−2

χ
+
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−
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−
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−
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+m

2
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m
1

m
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FIG. 3: Example for calculating the CG coefficients.

and

L̂−Yl,ml
=
√
(l +ml) (l −ml + 1)~Yl,ml−1

Ŝ−χ+ = ~χ− , Ŝ−χ− = 0

we obtain

Ĵ−

∣∣∣∣52 , 52
⟩

=
√
5~
∣∣∣∣52 , 32

⟩
(
L̂− + Ŝ−

)
Y22χ+ = 2~Y21χ+ + ~Y22χ−

This leads to immediately ∣∣∣∣52 , 32
⟩

=

√
4

5
Y21χ+ +

√
1

5
Y22χ− (19)

Applying the lowering operator once more we get

Ĵ−

∣∣∣∣52 , 32
⟩

=
(
L̂− + Ŝ−

)(√4

5
Y21χ+ +

√
1

5
Y22χ−

)

and ∣∣∣∣52 , 12
⟩

=

√
3

5
Y20χ+ +

√
2

5
Y21χ−∣∣∣∣52 ,−1

2

⟩
=

√
2

5
Y2,−1χ+ +

√
3

5
Y20χ−∣∣∣∣52 ,−3

2

⟩
=

√
1

5
Y2,−2χ+ +

√
4

5
Y2,−1χ−∣∣∣∣52 ,−5

2

⟩
= Y2,−2χ−

The relation of these states can be understood from Figure 3. We also see there are two uncoupled states Y21χ+,
Y22χ− associated with m = m1 +m2 = 3

2 . They can add up to give two independent orthogonal states. Of them, one

is the state (19), while the other one belongs to j = 3
2∣∣∣∣32 , 32

⟩
= −

√
1

5
Y21χ+ +

√
4

5
Y22χ−
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The other j = 3
2 states are ∣∣∣∣32 , 12

⟩
= −

√
2

5
Y20χ+ +

√
3

5
Y21χ−∣∣∣∣32 ,−1

2

⟩
= −

√
3

5
Y2,−1χ+ +

√
2

5
Y20χ−∣∣∣∣32 ,−3

2

⟩
= −

√
4

5
Y2,−2χ+ +

√
1

5
Y2,−1χ−

These 10 states (6 of them belong to j = 5
2 and 4 of them belongs to j = 3

2) are all possible ones in the coupled
representation because j can only take values

(j1 + j2) = 2 +
1

2
=

5

2

and

(j1 − j2) = 2− 1

2
=

3

2
.

In summary, in the uncoupled representation we have (2j1 + 1) (2j2 + 1) = 5 × 2 = 10 base states, while the dimen-
sionality in coupled representation is the same

jA = (j1 + j2) =
5

2
, jB = (j1 − j2) =

3

2
N = (2jA + 1) + (2jB + 1) = 10

If, on the other hand, our system is composed by two angular momentum j1 = 4 and j2 = 1, it can be seen that the
dimensionality remains the same after the unitary transformation. There are three sets in this case with jA,B,C = 5, 4, 3
and the number of bases in uncoupled representation is

(2j1 + 1) (2j2 + 1) = 9× 3 = 27

while that for coupled one is

(2jA + 1) + (2jB + 1) + (2jC + 1) = 11 + 9 + 7 = 27

Problem 5 Zeng Jinyan, Textbook, p239-240, 7

IV. FINE STRUCTURE OF ALKALI SPECTRA

In our study of the hydrogen atom, we took the Hamiltonian to be

H = − ~2

2m
▽2 − e2

4πϵ0

1

r

(electron kinetic energy plus Columbic potential energy). But this is not quite the whole story. We have already
learned how to correct for the motion of the nucleus: Just replace m by the reduced mass. More significant is the
so-called fine structure, which is actually due to two distinct mechanisms: a relativistic correction, and spin-orbit
coupling. Compared to the Bohr energies, fine structure is a tiny perturbation - smaller by a factor of α2, where

α =
1

4πϵ0

e2

~c
≃ 1

137.036

is the famous fine structure constant. Smaller still (by another factor of α) is the Lamb shift, associated with the
quantization of the Coulomb field, and smaller by yet another order of magnitude is the hyperfine structure, which
is due to the magnetic interaction between the dipole moments of the electron and the proton. This hierarchy is
summarized in the following table.

Bohr energies: of order α2mc2

Fine structure: of order α4mc2

Lamb shift: of order α5mc2

Hyperfine splitting: of order (m/mp)α
4mc2
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FIG. 4: Hydrogen atom, from the electron’s perspective.

A. Spin-orbit coupling

We study the atomic levels of hydrogen-like atoms, that is, atoms with one valence electron outside the closed shell.
Alkali atoms such as sodium (Na) and potassium (K) belong to this category. The central potential V (r) appropriate
for the valence electron is no longer of the pure Coulomb form. This is because the electrostatic potential ϕ(r) that
appears in V (r) = eϕ(r), is no longer due just to the nucleus of electric charge |e|Z; we must take into account the
cloud of negatively charged electrons in the inner shells. The degeneracy characteristic of the pure Coulomb potential
are now removed in such a way that the higher l states lie higher for a given n.
Now consider a classical model of spin–orbit coupling as electron moves by a closed orbit around nucleus. The

nucleus may also be viewed circulating around electron by a reverse orbit. The circulating nucleus generates a
magnetic field B at its center, which exerts a torque on the spinning electron, tending to align its magnetic moment
along the direction of the field. If we picture the nucleus from the electron’s perspective as a continuous current loop
(Figure 4), its magnetic field can be calculated from the Biot-Savart law

B =
µ0

4π

2πI

r

with an effective current

I =
Zev

2πr
.

The magnetic field is

B =
1

4πε0

Zev

c2r2

where we have used µ0ε0 = 1/c2. In order to show the direction of magnetic field, the magnetic field has been written
in the vectorial form

B =
1

4πε0

Ze

c2r2

(r
r
× v

)
in which r× v is composed of the orbit radius and velocity of nucleus, but apart from the mass of the electron, it is
exactly the same as the orbital angular momentum of the electron L = r× p. So

B =
1

4πε0

Ze

mc2r3
L. (20)
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The interaction energy of magnetic field and electron spin magnetic moment is

Ĥ ′ = −Ms ·B = −
(
−gµB

~
Ŝ
)
·
(

1

4πε0

Ze

mc2r3
L̂

)
= −

(
− e

m
Ŝ
)
·
(

1

4πε0

Ze

mc2r3
L̂

)
=

1

4πε0

Ze2

m2c2r3

(
L̂ · Ŝ

)
=

1

m2c2
1

r

d

dr

(
− 1

4πε0

Ze2

r

)(
L̂ · Ŝ

)
=

1

m2c2
1

r

dV

dr

(
L̂ · Ŝ

)
But there is a serious fraud in this calculation: I did the analysis in the rest frame of the electron, but that’s not an
inertial system – it accelerates as the electron orbits around the nucleus. You can get away with this if you make an
appropriate kinematic correction, known as the Thomas precession (after L. H. Thomas). In this context it throws
in a factor of 1/2

Ĥ ′ =
1

2m2c2
1

r

dV

dr
L̂ · Ŝ = ξ(r)L̂ · Ŝ

This is the spin-orbit interaction; apart from two corrections (the modified gyromagnetic ratio for the electron and
the Thomas precession factor – which, coincidentally, exactly cancel one another), it is just what you would expect
on the basis of a naive classical model. Physically, it is attributable to the torque exerted on the magnetic dipole
moment of the spinning electron, by the magnetic field of the proton, in the electron’s instantaneous rest frame. The
correct quantum-mechanical explanation of this must await the Dirac’s relativistic theory of the electron.

B. Perturbation calculation of spin-orbit coupling energy

The Hamiltonian of the external electron of alkali atom is Ĥ0

Ĥ0 =
1

2m
p̂2 + V (r)

The eigenfunctions and eigenvalues satisfying the Schrödinger equation

Ĥ0ψ
(0) = E(0)ψ(0)

have following features

ψ(0) = ψ
(0)
nlml

= RnlYlml

E(0) = E
(0)
nl

Note that the eigenvalues differ from hydrogen atom case in that they also depend on angular quantum number l.
We treat the spin orbit coupling as perturbation

Ĥ ′ = ξ (r) L̂ · Ŝ

This arises the following questions:

• In considering the zeroth–order wave function, spin freedom of degree must be included.

• The zeroth–order state is degenerate

E
(0)
nl Rnl (r)Ylml

(θ, φ) (2l + 1) –fold degenerate

When spin is included, the degeneracy becomes 2 (2l + 1) fold. Thus we are dealing with a degenerate pertur-
bation problem.

• Which of the two representations (uncoupled or coupled) shall we choose as the basis for perturbation? The
wavefunctions in uncoupled representation are RnlYlml

χ± with ml = l, l − 1, · · · ,−l and χ = χ+, χ−. In the

presence of spin-orbit coupling, the Hamiltonian no longer commutes with L̂ and Ŝ, so the spin and orbital
angular momenta are not separately conserved. However, Ĥ ′ does commute with L̂2, Ŝ2, and the total angular
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momentum Ĵ = L̂+ Ŝ. Hence these quantities are conserved. To put it another way, the eigenstates of L̂z and
Ŝz are not “good” states to use in perturbation theory, but the eigenstates of L̂2, Ŝ2, Ĵ2 and Ĵz are. That
means we need to treat the perturbation in the coupled representation. The quantum number for total angular
momentum takes values j = l ± 1

2

j1 = l +
1

2
: (2j1 + 1) = 2l + 2

j2 = l − 1

2
: (2j2 + 1) = 2l

with 2 (2l + 1) degeneracy. The zeroth order wavefunctions for l = 2, s = 1
2 has already been calculated in the

previous section, for example for j1 = 5
2∣∣∣∣52 , 32
⟩

=

√
4

5
Y21χ+ +

√
1

5
Y22χ−, etc

Now we have to include the radial wavefunction as well

|n, l; j,mj⟩ =
∣∣∣∣n, 2; 52 , 32

⟩
= Rn2 (r)

√
4

5
Y21χ+ +Rn2 (r)

√
1

5
Y22χ−

=

√
4

5

(
Rn2Y21

0

)
+

√
1

5

(
0

Rn2Y22

)

=

 √4
5Rn2Y21√
1
5Rn2Y22

 = Rn2 (r)

∣∣∣∣52 , 32
⟩

Similarly for j = 3
2 ∣∣∣∣32 , 32

⟩
= −

√
1

5
Y21χ+ +

√
4

5
Y22χ−

and

|n, l; j,mj⟩ =
∣∣∣∣n, 2; 32 , 32

⟩
= Rn2 (r)

∣∣∣∣32 , 32
⟩

C. The perturbation energy

Choosing |n, l; j,mj⟩ = Rn2 (r) |j,mj⟩ as the basis we may readily calculate the energy shift due to the perturbation.
Now

Ĵ2 =
(
L̂+ Ŝ

)2
= L̂2+Ŝ

2
+ 2L̂ · Ŝ

so

L̂ · Ŝ =
1

2

(
Ĵ2 − L̂2 − Ŝ2

)
In degenerate perturbation theory, if the perturbation is already diagonal in the representation we are using, all we
need to do for the first-order energy shift is to take the expectation value⟨

Ĥ ′
⟩
=

∫ ∞

0

R∗
nl ⟨j,mj | ξ(r)

(
L̂ · Ŝ

)
Rnl |j,mj⟩ r2dr

=

∫ ∞

0

R∗
nlξ(r)Rnlr

2dr ⟨j,mj |
(
L̂ · Ŝ

)
|j,mj⟩



23

FIG. 5: Schematic diagram of 3s and 3p and sodium D lines.

where the integral ∫ ∞

0

R∗
nlξ(r)Rnlr

2dr = c

is the same for all elements. And the matrix elements for L̂ · Ŝ are

⟨j,mj |
(
L̂ · Ŝ

)
|j,mj⟩ =

~2

2
(j(j + 1)− l(l + 1)− 3/4)

We conclude that the energy shifts due to spin-orbit interaction are

∆E =

{
c~2

2

((
l + 1

2

) (
l + 3

2

)
− l (l + 1)− 3

4

)
= c~2

2 l for all j = l + 1
2 states

c~2

2

((
l − 1

2

) (
l + 1

2

)
− l (l + 1)− 3

4

)
= − c~2

2 (l + 1) for all j = l − 1
2 states

Fine structure breaks the degeneracy in l (that is, for a given n, the different allowed values of l do not all carry
the same energy); the energies are determined by n and j. Specifically, consider a sodium atom with ground state
configuration 1s22s22p63s1. We are interested in the excitation of the valence electron from 3s to the nearest level 3p.
Because the central potential is no longer of the pure Coulomb form, 3s and 3p are now split. The spin-orbit coupling
splits the 3p level further into two: 3p3/2 and 3p1/2 where the subscript stands for j = l ± 1/2. Experimentally, we

observe two closely separated yellow lines - known as the sodium D lines - one at 5890Å, the other at 5896Å (Figure
5). Here the degeneracy is only partially removed, i.e., the degeneracy for 3p3/2 and 3p1/2 are 2 × 3/2 + 1 = 4 and
2× 1/2 + 1 = 2, respectively.

V. CHARGED PARTICLE IN ELECTROMAGNETIC FIELD - ZEEMAN EFFECT

A. Hamiltonian

Till now, the interaction we have discussed depends only on the position of the particle and is given by a scalar
potential. A quasi-static electromagnetic field described by an electrostatic potential ϕ and a vectorial potential A

B = ∇×A

E = −∂A
∂t
−∇ϕ (Gaussian, E = −1

c

∂A

∂t
−∇ϕ)

interacts with the charged particle with Hamiltonian (equation 55.4 in Classical Mechanics, 2nd edition, by Corben
and Stehle)

H =
1

2m
(p− qA)2 + qϕ.
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In quantum mechanics, we replace the canonical momentum p by operator p̂ = −i~▽, the potential qϕ by V and
obtain

Ĥ =
1

2m
(p̂− qA)2 + V

=
1

2m
(p̂− qA) · (p̂− qA) + V

=
1

2m
p̂2 +

1

2m
q2A2 − 1

2m
qA · p̂− 1

2m
qp̂ ·A︸ ︷︷ ︸+V.

It follows from

1

2m
qp̂ ·A =

1

2m
q(−i~∇) ·A = − i~

2m
q(∇ ·A) +

1

2m
qA · p̂,

and the coulomb gauge

∇ ·A = 0

that

Ĥ =
1

2m
p̂2 − q

m
A · p̂+ V +

1

2m
q2A2.

If Gaussian System is used, the final result would be

Ĥ =
1

2m
(p̂− q

c
A)2 + V

=
1

2m
p̂2 − q

mc
A · p̂+ V +

q2

2mc2
A2.

B. Magnetic field

Let the magnetic field be along z-axis,

B = B0z0

We choose vectorial potential to be of the form

Ax = −1

2
B0y, Ay =

1

2
B0x, Az = 0.

and let q = −e (electron).

Ĥ =
1

2m
p̂2 + V +

e

m

(
−1

2
B0ŷp̂x +

1

2
B0x̂p̂y

)
+

e2

2m

B2
0

4
(x̂2 + ŷ2)

=
1

2m
p̂2 + V +

e

2m
B0(x̂p̂y − ŷp̂x) +

e2B2
0

8m
(x̂2 + ŷ2)

=
1

2m
p̂2 + V +

e

2m
B0L̂z +

e2B2
0

8m
(x̂2 + ŷ2).

The third term in the above Hamiltonian
e

2m
L̂zB0 = −

(
− e

2m
L̂
)
·B = −µ ·B

shows the interaction energy between “orbital magnetic moment” and external magnetic field, while the fourth term
e2B2

0

8m (x̂2 + ŷ2) reflects the confinement of magnetic field which corresponds the circular motion of charged particle

around magnetic field. It is easy to show that for magnetic field in the laboratory B < 10Tesla = 105Gauss, the B2

term is much smaller than B term
e2B2

0

8m (x̂2 + ŷ2)
e

2mB0L̂z

∼
e2B2

0

8m a20
e~
2mB0

=
eB0

4~
a20 =

1.6× 10−19 × 10× (0.53× 10−10)2

4× 1.055× 10−34
∼ 1.0× 10−5

It is not surprising that we have the same result in Gaussian system

e2B2
0

8mc2 a
2
0

e~
2mcB0

=
eB0

4~c
a20 =

4.8× 10−10 × 105 × (0.53× 10−8)2

4× 3× 1010 × 1.055× 10−27
∼ 1.0× 10−5
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FIG. 6: Normal Zeeman effect of sodium D lines.

C. Zeeman effect

When an atom is placed in a uniform external magnetic field, the energy levels are shifted. This phenomenon
is known as the Zeeman effect. While the Zeeman effect in some atoms (e.g., hydrogen) showed the expected
equally-spaced triplet, in other atoms the magnetic field split the lines into four, six, or even more lines and some
triplets showed wider spacings than expected. These deviations were labeled the “anomalous Zeeman effect” and were
very puzzling to early researchers. The explanation of these different patterns of splitting gave additional insight into
the effects of electron spin. With the inclusion of electron spin in the total angular momentum, the other types of
multiplets formed part of a consistent picture. So what has been historically called the “anomalous” Zeeman effect is
really the normal Zeeman effect when electron spin is included.
For a single electron, we should include two more terms in the Hamiltonian: the interaction energy between spin

magnetic moment and the external magnetic field, and the spin-orbit coupling term. The total Hamiltonian is now

Ĥ =
1

2m
p̂2 + V (r) +

e

2m
L̂zB0 +

e

m
ŜzB0 + ξ(r)L̂ · Ŝ

= Ĥ0 + ĤB + ĤLS .

The nature of the Zeeman splitting depends critically on the strength of the external field in comparison with the
internal field (Equation 20) that gives rise to spin-orbit coupling. For if Bext ≪ Bint, then fine structure ĤLS

dominates, and ĤB can be treated as a small perturbation, whereas if Bext ≫ Bint, then the Zeeman effect dominates,
and ĤLS becomes the perturbation. In the intermediate zone, where the two fields are comparable, we need the full
machinery of degenerate perturbation theory, and it is necessary to diagonalize the relevant portion of the Hamiltonian
by hand.

1. Normal Zeeman effect

For strong magnetic field case, external magnetic effect is larger than spin orbit coupling. In this case, the spherical
symmetry is completely broken by the strong external field that selects a particular direction in space, the z-axis.
We are left with cylindrical symmetry only - that is, invariance under rotation around the z-axis. The spin-orbit
interaction is decoupled and ξ(r)L̂ · Ŝ can be omitted.

Ĥ =
1

2m
p̂2 + V (r) +

e

2m
L̂zB0 +

e

m
ŜzB0.

The good quantum numbers are now n, l,ml,ms, or in uncoupled representation, we choose ψnlml
χ± = Rnl(r)Ylml

χ±,

which are nothing but the eigenfunctions of Ĥ with eigenenergy

Enl +
e~
2m

B0 (ml + 2ms) = Enl + µBB0 (ml ± 1) .
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For sodium D-line, the frequency shift is the famous Larmor frequency

∆ω =
1

~
e~
2m

B0 =
eB0

2m

We note that spin only shifts all energy levels up or down and does not contribute to the splitting (Figure 6). Therefore
in discussing the splitting of spectral lines in strong magnetic field, we usually ignore the spin effect. Moreover, though
there may be many split levels, the selection rules restricted the transition to three kinds. One spectral line thus splits
into three (an odd number) with frequencies

ω0 +∆ω, ω0, ω0 −∆ω,

which is known as normal Zeeman effect. The spin-orbit coupling can be considered as first-order perturbation, the
energy correction of which is just the expectation value of ĤLS on zeroth-order wavefunctions Rnl(r)Ylml

χ±.

2. Anomalous Zeeman effect

In the weak external field case, the spin-orbit coupling ĤLS dominates the interaction energy. Spin and orbit
angular momenta couple first into a total angular moment Ĵ. It is the magnetic moment of Ĵ that interacts with the
external field.

Ĥ =
1

2m
p̂2 + V (r) + ξ(r)L̂ · Ŝ+

( e

2m
L̂+

e

m
Ŝ
)
·B

We choose the coupled representation |n, l; j,mj⟩ and calculate the additional energy due to perturbation of magnetic
field ( e

2m
L̂+

e

m
Ŝ
)
·B =

e

2m

(
L̂+ 2Ŝ

)
·B =

e

2m

(
Ĵ+ Ŝ

)
·B

Note that the degeneracy for j has been removed by spin-orbit coupling. For mj , owing to the term Ĵ · B = ĴzB0,
different mj has different perturbation energy and the perturbation is now diagonal in |j,mj⟩. We could therefore

calculate the additional energy by simply taking the expectation value of ĤB . Note that(
Ĵ+ Ŝ

)
·B =

(
1 +

Ŝ

Ĵ

)
Ĵ ·B =

(
1 +

Ĵ · Ŝ
Ĵ2

)
ĴzB0

and

Ĵ = L̂+ Ŝ→ L̂ = Ĵ− Ŝ→ L̂2 = Ĵ2 + Ŝ2 − 2Ĵ · Ŝ

Ĵ · Ŝ =
1

2
(Ĵ2 + Ŝ2 − L̂2)

so the additional energy

∆E =
⟨
ĤB

⟩
=
⟨
l, j,mj

∣∣∣ e
2m

(
Ĵ+ Ŝ

)
·B
∣∣∣ l, j,mj

⟩
=

⟨
l, j,mj

∣∣∣∣∣ e2m
(
1 +

Ĵ2 + Ŝ2 − L̂2

2Ĵ2

)
ĴzB0

∣∣∣∣∣ l, j,mj

⟩

=

⟨
l, j,mj

∣∣∣∣ e2m
(
1 +

j(j + 1)~2 + 3
4~

2 − l(l + 1)~2

2j(j + 1)~2

)
ĴzB0

∣∣∣∣ l, j,mj

⟩
=
eB0

2m
(mj~)

(
1 +

j(j + 1) + 3
4 − l(l + 1)

2j(j + 1)

)
.

Again we take the sodium D-line as an example. The spin-orbit coupling splits the 3p level into 3p3/2 and 3p1/2
while the 3s level in unchanged. For 3p3/2 level, i.e. j = 3/2, l = 1, we have

∆E =
eB0

2m

(
1 +

3
2 ×

5
2 + 3

4 − 1× 2

2× 3
2 ×

5
2

)
mj~ =

eB0

2m

4

3
mj~,
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FIG. 7: Anomalous Zeeman effect of sodium D lines.

while mj takes values of mj =
3
2 ,

1
2 ,−

1
2 ,−

3
2 . The 3p3/2 level thus splits into four. For 3p1/2 level, i.e., j = 1/2, l = 1,

we have

∆E =
eB0

2m

(
1 +

1
2 ×

3
2 + 3

4 − 1× 2

2× 1
2 ×

3
2

)
mj~ =

eB0

2m

2

3
mj~,

with mj =
1
2 ,−

1
2 and the 3p1/2 level splits into two. Finally, for 3s1/2 level, we again have doublet

∆E =
eB0

2m

(
1 +

1
2 ×

3
2 + 3

4

2× 1
2 ×

3
2

)
mj~ =

eB0

2m
2mj~ = ±eB0

2m
~

The spectral line from 3p to 3s splits into ten as shown in Figure 7, which is known as the anomalous Zeeman effect.

Problem 6 Zeng Jinyan, Textbook, p240, 9, 10a

VI. SPIN SINGLET AND TRIPLET

Suppose now that we have two electrons (neutral helium, for example. The theory here applies equally to two
spin-1/2 particles - for example electron and the proton in the ground state of hydrogen atom): each can have spin
up or spin down, so there are four possibilities in all for uncoupled state

χ+ (1)χ+ (2) , χ+ (1)χ− (2) , χ− (1)χ+ (2), χ− (1)χ− (2)

or

↑↑, ↑↓, ↓↑, ↓↓

Question: What is the total angular momentum of the atom?
For one electron, we have the rules

Ŝxχ+ = ~
2χ−, Ŝxχ− = ~

2χ+

Ŝyχ+ = i~2χ−, Ŝyχ− = −i~2χ+

Ŝzχ+ = ~
2χ+, Ŝzχ− = −~

2χ−

(21)
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For example

Ŝxχ+ =

(
0 ~

2
~
2 0

)(
1

0

)
=

~
2

(
0

1

)
=

~
2
χ−, etc.

We could equivalently choose the uncoupled representation of commutative operators set (Ŝ1z, Ŝ2z) or the coupled

representation of operators set (Ŝ2, Ŝz) (We omit Ŝ2
1 , Ŝ

2
2 which are constants). Define the total spin operator

Ŝ = Ŝ1 + Ŝ2

we have

Ŝ2 = Ŝ2
1 + Ŝ2

2 + 2Ŝ1 · Ŝ2 =
3~2

2
+ 2

(
Ŝ1xŜ2x + Ŝ1yŜ2y + Ŝ1zŜ2z

)
Each of the four composite states is an eigenstate of Ŝz = Ŝ1z + Ŝ2z – the z-components simply add

Ŝzχ+ (1)χ+ (2) = ~χ+ (1)χ+ (2)

Ŝzχ+ (1)χ− (2) = 0,

Ŝzχ− (1)χ+ (2) = 0,

Ŝzχ− (1)χ− (2) = −~χ− (1)χ− (2) .

In matrix form, Ŝz is diagonal

Ŝz =


~ 0 0 0

0 0 0 0

0 0 0 0

0 0 0 −~


As for Ŝ2 we use (21) to obtain

Ŝ2χ+ (1)χ+ (2) =
3~2

2
χ+ (1)χ+ (2) + 2

(
~
2

)2

χ− (1)χ− (2)

+ 2

(
i~
2

)2

χ− (1)χ− (2) + 2

(
~
2

)2

χ+ (1)χ+ (2)

= 2~2χ+ (1)χ+ (2)

Ŝ2χ+ (1)χ− (2) =
3~2

2
χ+ (1)χ− (2) + 2

(
~
2

)
χ− (1)

(
~
2

)
χ+ (2)

+ 2

(
i~
2

)
χ− (1)

(
− i~

2

)
χ+ (2) + 2

(
~
2

)
χ+ (1)

(
−~
2

)
χ− (2)

= ~2χ+ (1)χ− (2) + ~2χ− (1)χ+ (2)

Ŝ2χ− (1)χ+ (2) =
3~2

2
χ− (1)χ+ (2) + 2

(
~
2

)
χ+ (1)

(
~
2

)
χ− (2)

+ 2

(
− i~

2

)
χ+ (1)

(
i~
2

)
χ− (2) + 2

(
−~
2

)
χ− (1)

(
~
2

)
χ− (2)

= ~2χ+ (1)χ− (2) + ~2χ− (1)χ+ (2)

Ŝ2χ− (1)χ− (2) =
3~2

2
χ− (1)χ− (2) + 2

(
~
2

)2

χ+ (1)χ+ (2)

+ 2

(
− i~

2

)
χ+ (1)

(
− i~

2

)
χ+ (2) + 2

(
−~
2

)
χ− (1)

(
−~
2

)
χ− (2)

= 2~2χ− (1)χ− (2)
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Thus in uncoupled representation the matrix of Ŝ2 contains non-diagonal elements

Ŝ2 =


2~2 0 0 0

0 ~2 ~2 0

0 ~2 ~2 0

0 0 0 2~2


the eigenvalues of which are 2~2, 2~2, 2~2, 0. For eigenvalue 2~2, i.e., the total spin quantum number S = 1, the
corresponding eigenvectors satisfy


2~2 0 0 0

0 ~2 ~2 0

0 ~2 ~2 0

0 0 0 2~2



C1

C2

C3

C4

 = 2~2


C1

C2

C3

C4


where C1 and C4 may take any value and we have the restriction that C2 must be the same as C3. There are three
independent base kets 

1

0

0

0

 ,


0

0

0

1

 ,


0
1√
2
1√
2

0


which are by themselves normalized. For eigenvalue 0, i.e., the total spin quantum number S = 0, the corresponding
eigenvectors satisfy 

2~2 0 0 0

0 ~2 ~2 0

0 ~2 ~2 0

0 0 0 2~2



C1

C2

C3

C4

 = 0

in this case we have the eigenvector 
0
1√
2

− 1√
2

0


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Thus we have got four common eigenstates of Ŝ2, Ŝz. They can be further classified according to eigenvalues of Ŝz

S = 1,MS = 1,


1

0

0

0

 = χ+ (1)χ+ (2)

S = 1,MS = −1,


0

0

0

1

 = χ− (1)χ− (2)

S = 1,MS = 0,


0
1√
2
1√
2

0

 =
1√
2
[χ+ (1)χ− (2) + χ− (1)χ+ (2)]

S = 0,MS = 0,


0
1√
2

− 1√
2

0

 =
1√
2
[χ+ (1)χ− (2)− χ− (1)χ+ (2)]

The three states with S = 1,MS = 1, 0,−1 are called spin-triplet states, while the state with S = 0,MS = 0 is called
spin-singlet state.
We could, on the other hand, arrive at the same result by means of the addition of angular momenta developed in

this chapter. Starting from the highest weight state

χ+ (1)χ+ (2) = |S = 1,Ms = 1⟩ = |1, 1⟩

we apply the lowering operator on both sides

Ŝ− |1, 1⟩ =
(
Ŝ1− + Ŝ2−

)
χ+ (1)χ+ (2)

and get √
(1 + 1) (1− 1 + 1)~ |1, 0⟩ = ~χ− (1)χ+ (2) + ~χ+ (1)χ− (2)

that is

|1, 0⟩ = 1√
2
[χ− (1)χ+ (2) + χ+ (1)χ− (2)]

Do it again

|1,−1⟩ = χ− (1)χ− (2) .

The other possible combination gives

|0, 0⟩ = 1√
2
[χ+ (1)χ− (2)− χ− (1)χ+ (2)]

This is illustrated in Figure 8.
It is interesting to note that χ+ (1)χ− (2) and χ− (1)χ+ (2) are not eigenstates of Ŝ2

Ŝ2χ+ (1)χ− (2) = ~2χ+ (1)χ− (2) + ~2χ− (1)χ+ (2)

Ŝ2χ− (1)χ+ (2) = ~2χ− (1)χ+ (2) + ~2χ+ (1)χ− (2)
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χ
+
(1)χ

+
(2)

m=m

m=0
m=−1

χ
+
(1)χ

−
(2)

χ
−
(1)χ

+
(2)

χ
−
(1)χ

−
(2)

m=1

m
1

m
2

FIG. 8: Spin singlet and triplet.

while suitable combinations of them are

Ŝ2

[
1√
2
χ+ (1)χ− (2)± 1√

2
χ− (1)χ+ (2)

]
=

~2√
2
[χ+ (1)χ− (2) + χ− (1)χ+ (2)]± ~2√

2
[χ+ (1)χ− (2) + χ− (1)χ+ (2)]

=

{
2~2

[
1√
2
χ+ (1)χ− (2) + 1√

2
χ− (1)χ+ (2)

]
0

corresponding to eigenvalues 2~2 and 0.
We conclude that the combination of two spin-1/2 particles can carry a total spin of 1 or 0, depending on whether

they occupy the triplet or the singlet configuration. The triplet states are eigenvectors of Ŝ2 with eigenvalue 2~2 and
the singlet is an eigenvector of Ŝ2 with eigenvalue 0.

Problem 7 Zeng Jinyan, Textbook, p240, 8

VII. IDENTICAL PARTICLES

A. Bosons and Fermions

Suppose particle 1 is in the (one-particle) state ψa (r), and particle 2 is in the state ψb (r). In that case the wave
function for a two-particle system ψ (r1, r2) is a simple product ψ (r1, r2) = ψa (r1)ψb (r2). In classical mechanics
we can always tell the particles apart – the particles are distinguishable. Quantum mechanically, electrons and all
other particles are “utterly identical”, i.e. indistinguishable in principle. We simply construct wavefunctions which
are non-committal as to which particle is in which state. There are actually two ways to do it:

ψ± (r1, r2) = A [ψa (r1)ψb (r2)± ψb (r1)ψa (r2)]

Thus the theory admits two kinds of identical particles:

• Bosons, for which we use the plus sign, photons and mesons are bosons with integer spin;

• Fermions, for which we use the minus sign, protons and electrons are fermions with half-integer spin.
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This connection between spin and “statistics” (as we shall see, bosons and fermions have quite different statistical
properties) can be proved in relativistic quantum mechanics; in the non-relativistic theory it must be taken as an
axiom.
There is a more general way to formulate the problem: Let ψ (q1, q2) denotes the two-particle wavefunction where

qi contains all the coordinates of particles, spatial and spin. Define the exchange operator P̂ which interchanges the
two particles

P̂ψ (q1, q2) = ψ (q2, q1)

For identical particles, ψ (q1, q2) and ψ (q2, q1) are the same state, apart from a constant factor λ

P̂ψ (q1, q2) = ψ (q2, q1) = λψ (q1, q2)

We do it once more

P̂ 2ψ (q1, q2) = P̂ λψ (q1, q2) = λ2ψ (q1, q2)

and it follows that the eigenvalues of P̂ are ±1

λ2 = 1→ λ = ±1

i.e.

ψ (q1, q2) = ±ψ (q2, q1)

For the eigenvalue +1

P̂ψ (q1, q2) = ψ (q1, q2)

or

ψ (q1, q2) = ψ (q2, q1)

This gives a symmetric wavefunction that is suitable to describe Bosons which follow the Bose-Einstein statistics

fBE (ε) =
1

e
ε

kT − 1

For the eigenvalue −1

P̂ψ (q1, q2) = −ψ (q1, q2)

or

ψ (q1, q2) = −ψ (q2, q1)

This gives an anti-symmetric wavefunction that is suitable to describe Fermions which follow the Fermi-Dirac statistics

fFD (ε) =
1

e
ε

kT + 1

Meanwhile classical particles obey Boltzmann-Maxwell statistics

fBM (ε) = e−
ε

kT .

This kind of symmetrization requirement, in particular for Fermions, leads to the famous Pauli Exclusion Principle:
Two identical Fermions can not occupy the same state. For if ψa = ψb, then

ψ− (q1, q2) =
1√
2
[ψa (q1)ψa (q2)− ψa (q2)ψa (q1)] = 0

At ultra-low temperature (∼ 10−9K), Fermions go to degeneracy as shown in Figure 9, where particles fill the energy
levels two by two (including spin), while Bosons go to Bose-Einstein Condensation, i.e. many bosons occupy the same
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FIG. 9: Fermi degeneracy and Bose-Einstein condensation.

quantum state. The experimental observation for alkali atomic gases won Cornell, Wieman (87Rb), Ketterle (23Na)
the 2001 Nobel Prize for Physics.
The normalized wavefunction for N -identical Particles takes the following form: For Fermions, the wavefunction is

anti-symmetric

ϕA (q1, q2 · · · qN ) =
1√
N !

∣∣∣∣∣∣∣∣∣
ϕ1 (q1) ϕ1 (q2) · · · ϕ1 (qN )

ϕ2 (q1) ϕ2 (q2) · · · ϕ2 (qN )

· · · · · · · · · · · ·
ϕN (q1) ϕN (q2) · · · ϕN (qN )

∣∣∣∣∣∣∣∣∣
which is nothing but the Slater determinant. Upon the exchange of two particles, the wavefunction changes its sign,
i.e.

ϕA (· · · qi, · · · qj · · · ) = −ϕA (· · · qj , · · · qi · · · )

Furthermore, if ϕi = ϕj , we get ϕA = 0, which is Pauli’s Principle for many particles. For Bosons, ni particles may
occupy ϕi state and ∑

i

ni = N

The normalized symmetric wavefunction takes the form

ϕS (q1, q2 · · · qN ) =

√√√√√√
N∏
i=1

ni!

N !

∑
p

p [ϕ1 (q1)ϕ2 (q2) · · ·ϕN (qN )]

where p stands for any permutation for particles in different states.

B. Symmetrization of wavefunctions

We give some examples on how to symmetrize the wavefunction. First we consider three identical particles of spin-0
Bosons in infinite-depth well. The ground state is simply multiplication of three ground state wavefunctions(√

2

a
sin

πx1
a

)(√
2

a
sin

πx2
a

)(√
2

a
sin

πx3
a

)
= ψ1 (x1)ψ1 (x2)ψ1 (x3)
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n=1

n=2

n=3

FIG. 10: Symmetrization of wavefunction for three Bosons in infinite potential well.

which is itself symmetric. For the first excited state, one of the Bosons may occupy its first excited state, while the
other two still in their ground states (Figure 10)

Ψ (1, 2, 3) =
1√
3
[ψ1 (x1)ψ1 (x2)ψ2 (x3) + ψ2 (x1)ψ1 (x2)ψ1 (x3) + ψ1 (x1)ψ2 (x2)ψ1 (x3)]

For arbitrary state the symmetric state is

Ψ (1, 2, 3) =
1√
6


ψm (x1)ψn (x2)ψp (x3) + ψm (x1)ψp (x2)ψn (x3)

+ψn (x1)ψp (x2)ψm (x3) + ψn (x1)ψm (x2)ψp (x3)

+ψp (x1)ψm (x2)ψn (x3) + ψp (x1)ψn (x2)ψm (x3)


For two electrons, spin must be considered and we have the Pauli exclusion principle. First we assume no interaction

between these two spins. The complete wavefunction is composed of spatial part and spin part

ψ1α, ψ1β, ψ2α, ψ2β, ψ3α, ψ3β, · · ·

with α = χ+ and β = χ−. The ground state is a combination of electrons with spin up and spin down while keeping
them in their spatial ground state ψ1

Ψ(1, 2) =
1√
2
[ψ1 (x1)α (1)ψ1 (x2)β (2)− ψ1 (x1)β (1)ψ1 (x2)α (2)]

=
1√
2

∣∣∣∣∣ ψ1 (x1)α (1) ψ1 (x1)β (1)

ψ1 (x2)α (2) ψ1 (x2)β (2)

∣∣∣∣∣ .
The first excited states, corresponding to one of the electrons is excited to higher level, are degenerate because the
two spins can align parallel

Ψ (1, 2) =
1√
2

∣∣∣∣∣ ψ1 (x1)α (1) ψ2 (x1)α (1)

ψ1 (x2)α (2) ψ2 (x2)α (2)

∣∣∣∣∣ ,Ψ(1, 2) =
1√
2

∣∣∣∣∣ ψ1 (x1)β (1) ψ2 (x1)β (1)

ψ1 (x2)β (2) ψ2 (x2)β (2)

∣∣∣∣∣ ,
or anti-parallel

Ψ (1, 2) =
1√
2

∣∣∣∣∣ ψ1 (x1)α (1) ψ2 (x1)β (1)

ψ1 (x2)α (2) ψ2 (x2)β (2)

∣∣∣∣∣ ,Ψ(1, 2) =
1√
2

∣∣∣∣∣ ψ1 (x1)β (1) ψ2 (x1)α (1)

ψ1 (x2)β (2) ψ2 (x2)α (2)

∣∣∣∣∣ .
as illustrated in Figure 11. All of these wavefunction are antisymmetric because they describe Fermions.
Now we consider the spin-coupling of two-electrons. For single electron the complete wavefunction is

ψ (r1,S1) = ψ (r1)χ (S1)
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n=1

n=2

FIG. 11: Symmetrization of wavefunction for two electrons in infinite potential well.

and we denote the two-electron wavefunction as

ψ (r1,S1; r2,S2) = ψ (r1, r2)χ (S1,S2)

Fermions require anti-symmetric complete wavefunctions, which could be realized by choosing:

• spatial wavefunction antisymmetric

ψA (r1, r2) =
1√
2
{ψm (r1)ψn (r2)− ψn (r1)ψm (r2)}

and spin wavefunction symmetric - spin triplet state

χS =


↑↑= α (1)α (2)

↓↓= β (1)β (2)
1√
2
(↑↓ + ↓↑) = 1√

2
[α (1)β (2) + β (1)α (2)]

with eigenvalues of Ŝ2: 2~2, eigenvalues of Ŝz : ±~, 0, respectively.

• or spatial wavefunction symmetric

ψS (r1, r2) =

{
ψm (r1)ψm (r2) , m = n
1√
2
{ψm (r1)ψn (r2) + ψn (r1)ψm (r2)} , m ̸= n

and spin wavefunction anti-symmetric - spin singlet

χA =
1√
2
(↑↓ − ↓↑) = 1√

2
[α (1)β (2)− β (1)α (2)]

with eigenvalues of Ŝ2: 0, eigenvalue of Ŝz : 0.

Assume that the interaction Hamiltonian between the two electron spins takes the form

Ĥ = −JŜ1 · Ŝ2

The extension of this to crystal lattice, we may have the Heisenberg exchange model. Now

Ŝ = Ŝ1 + Ŝ2
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and

Ŝ1 · Ŝ2 =
Ŝ2 − Ŝ2

1 − Ŝ2
2

2

J > 0 means the interaction is ferromagnetic (spins prefer to align in the same direction and the eigenvalue of total

spin takes the largest one to minimize the energy, i.e., Ŝ2 |FM⟩ = 1(1+1)~2 |FM⟩), while for J < 0 the interaction is
anti-ferromagnetic (spins like to align oppositely and minimization the energy requires the eigenvalue of total spin to

be as small as possible, i.e., Ŝ2 |AFM⟩ = 0). We have the energy correction due to spin-coupling for spin triplet state

Ŝ1 · Ŝ2 =
2~2 − 2× 3

4~
2

2
=

~2

4
, energy ET = −J~

2

4

whereas for spin singlet state

Ŝ1 · Ŝ2 =
0− 2× 3

4~
2

2
= −3

4
~2, energy ES =

3

4
J~2.

Example 8 Parahelium and Orthohelium: We have calculated by the variational method the ground state energy of
helium atom, the simplest one after hydrogen. In that calculation we did not consider the spin of electrons. As an
example of two-electron system (Fermion), the complete wavefunction is antisymmetric. In particular, the ground
state would be

ψS (r1, r2) = ψ100 (r1)ψ100 (r2)

if we ignored the repulsive interaction between the two electrons. This is exactly the trial wavefunction what we have
used in the variational method. Because it is a symmetric function, the spin state has to be antisymmetric,

χA =
1√
2
[α (1)β (2)− β (1)α (2)]

so the ground state of helium should be a singlet configuration, with the spins oppositely aligned. The first-order energy
correction due to the Coulomb repulsion between the two electrons can be calculated by perturbation theory

E
(1)
11 =

5Z

8

e2

a0
.

The excited states of helium consist of one electron in the hydrogen-like ground state and the other in an excited state

ψ (r1, r2) = ψnlm (r1)ψ100 (r2)

We can construct from this both symmetric and antisymmetric combinations, in the usual way

ψS (r1, r2) =
1√
2
[ψnlm (r1)ψ100 (r2) + ψ100 (r1)ψnlm (r2)]

ψA (r1, r2) =
1√
2
[ψnlm (r1)ψ100 (r2)− ψ100 (r1)ψnlm (r2)]

the former goes with the antisymmetric spin configuration (the singlet),

ψ (r1,S1; r2,S2) = ψS (r1, r2)χ
A (S1,S2)

and they are called parahelium, while the latter requires a symmetric spin configuration (the triplet),

ψ (r1,S1; r2,S2) = ψA (r1, r2)χ
S (S1,S2)

and they are known as orthohelium. The ground state is necessarily parahelium; the excited states come in both forms.
The first-order energy correction can be calculated for parahelium⟨

ψSχA|Ĥ ′|ψSχA
⟩
= K + J, ES = ϵl + ϵ0 +K + J
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and for orthohelium ⟨
ψAχS |Ĥ ′|ψAχS

⟩
= K − J, EA = ϵl + ϵ0 +K − J

where K and J are direct and exchange integrals

K =
e2

4πε0

∫
dr1dr2

|ψnlm (r1)|2 |ψ100 (r2)|2

|r1 − r2|

J =
e2

4πε0

∫
dr1dr2

ψ∗
nlm (r1)ψ100 (r1)ψ

∗
100 (r2)ψnlm (r2)

|r1 − r2|
.

There is no transitions between singlet and triplet states, thus there are two sets of independent spectra. We summarize
the result in the following table

Parahelium χA(S = 0) Orthohelium χS(S = 1)

ψ100 (r1)ψ100 (r2)χ
A Forbidden by Pauli exclusive principle

[ψnlm (r1)ψ100 (r2) + ψ100 (r1)ψnlm (r2)]χ
A/
√
2 [ψnlm (r1)ψ100 (r2)−ψ100 (r1)ψnlm (r2)]χ

S/
√
2

VIII. SUMMARY OF PART VI

In this part we treated the angular momentum in a more systematic way, i.e. instead of defining it as r × p, we
introduce the angular momentum as the infinitesimal generator of 3D rotation transformation. This definition is more
general in the sense that the theory developed in this part applies equally to any angular momentum, orbital, spin or
the summation of them. The commutation relation can be written in a compact form[

Ĵj , Ĵk

]
= i~ϵjklĴl, j, k, l = x, y, z

The Casmir operator Ĵ2 commute each one of them, and that is why we choose the common eigenfunction set of Ĵ2

and Ĵz. From the basic eigenequations

Ĵ2 |j,m⟩ = j(j + 1)~2 |j,m⟩
Ĵz |j,m⟩ = m~ |j,m⟩

Ĵ+ |j,m⟩ =
√
(j −m)(j +m+ 1)~ |j,m+ 1⟩

Ĵ− |j,m⟩ =
√
(j +m)(j −m+ 1)~ |j,m− 1⟩

where Ĵ± = Ĵx ± iĴy, we can obtain the matrix form for these operators. For j = 1
2 , one has the three Pauli matrices

σ̂ = (σ̂x, σ̂y, σ̂z)

σ̂x =

(
0 1

1 0

)
, σ̂y =

(
0 −i
i 0

)
, σ̂z =

(
1 0

0 −1

)
which are related to the spin operator through

Ŝ =
~
2
σ̂.

Spin is a special angular momentum. Besides the usual properties of general angular momentum, Pauli matrices
satisfy more rules due to σ̂2

j = 1. For example,

σ̂j σ̂k = δjk + i
∑
l

ϵjklσ̂l

We should also append the wavefunction a spin part ψ (x, y, z)χ± 1
2
, with χ± 1

2
eigenfunctions of Ŝz and Ŝ2

χ 1
2
=

(
1

0

)
, χ− 1

2
=

(
0

1

)
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The angular momenta can couple to a total angular momentum, therefore we have uncoupled and coupled repre-
sentations. Uncoupled representation is composed of common eigenstates of commutative operators Ĵ2

1 , Ĵ1z, Ĵ
2
2 , Ĵ2z

denoted by |j1, j2;m1,m2⟩, while in coupled representation we choose Ĵ2
1 , Ĵ

2
2 , Ĵ

2, Ĵz as our complete set with eigenkets
|j1, j2; j,m⟩ or |j,m⟩. They are related by the so-called Clebsch-Gordan(CG) coefficients

|j,m⟩ =
∑

m1,m2

|j1, j2;m1,m2⟩ ⟨j1, j2;m1,m2|j,m⟩

We have given examples on how to calculate these coefficients and thus the transformation between the two rep-
resentations. There are basically two types of this kind of coupling, spin-orbital interaction and spin states of two
electrons.

• The spin-orbital coupling

Ĥ ′ = ξ (r) L̂ · Ŝ

gives rise to the fine structure of alkali atoms where one energy level splits into two corresponding to j = l±1/2
respectively. Putting the atom under a uniform external magnetic field, the Hamiltonian is changed into

Ĥ =
1

2m
p̂2 + V (r) +

e

2m
L̂zB0 +

e

m
ŜzB0 + ξ(r)L̂ · Ŝ

= Ĥ0 + ĤB + ĤLS .

For strong magnetic field, we have the normal Zeeman effect where the spin-orbital coupling is treated as
perturbation and one spectral line splits into an odd number. In a weak field, however, we observed an even
number of spectral lines which is known as anomalous Zeeman effect.

• In describing the complete wavefunction of two identical electrons (Fermions, carrying half-integer spin), we need
consider the symmetrization requirement of the wavefunctions, i.e. if the spatial wavefunction is antisymmetric,
the spin part must be symmetric, which means the spin triplet state

χS =


↑↑= α (1)α (2)

↓↓= β (1)β (2)
1√
2
(↑↓ + ↓↑) = 1√

2
[α (1)β (2) + β (1)α (2)]

They are eigenvectors of Ŝ2 with eigenvalue 2~2 thus carry total spin 1. If the spatial wavefunction is symmetric,
the spin part must be antisymmetric, which means the spin singlet state

χA =
1√
2
(↑↓ − ↓↑) = 1√

2
[α (1)β (2)− β (1)α (2)]

It is an eigenvector of Ŝ2 with eigenvalue 0 thus carries total spin 0. Both of them can be obtained as a result
of transformation of uncoupled and coupled representations.

The symmetrization requirement for Fermions gives us the Pauli Exclusion Principle, i.e. two identical Fermions
can not occupy the same state, while for Bosons one arrives at Bose-Einstein condensation where many particles are
condensed into one single state.
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FIG. 1: The classical scattering problem, showing the impact parameter b and the scattering angle θ.

I. INTRODUCTION TO CLASSICAL SCATTERING THEORY

We take as an example the hard-sphere scattering in the classical collision problem. A particle incident on a target
will scatter into some direction. There are two critical parameters in this process: the impact parameter b and the
scattering angle θ. Assume for simplicity that the target is azimuthally symmetrical, so the trajectory remains in one
plane, and that the target is very heavy, so the recoil is negligible. The essential problem of classical scattering theory
is this: Given the impact parameter, calculate the scattering angle. Ordinarily, of course, the smaller the impact
parameter, the greater the scattering angle (Figure 1).
Suppose the target is a billiard ball, of radius R, and the incident particle is also a billiard ball, which bounces

off elastically (Figure 2). In terms of the angle a, the impact parameter is b = R sin a, and the scattering angle is
θ = π − 2a, so

b = R sin

(
π

2
− θ

2

)
= R cos

θ

2

thus

θ =

{
2 cos−1 (b/R) , if b ≤ R
0, if b ≥ R

More generally, particles incident within an infinitesimal patch of cross-sectional area dσ will scatter into a corre-
sponding infinitesimal solid angle dΩ (Figure 3). The larger dσ is, the bigger dΩ will be; the proportionality factor
σ(θ) ≡ dσ/dΩ, is called the differential scattering cross-section

dσ = σ(θ)dΩ.

In terms of the impact parameter and the azimuthal angle ϕ, dσ = bdbdϕ and dΩ = sin θdθdϕ, so

σ(θ) =
b

sin θ

∣∣∣∣dbdθ
∣∣∣∣

(Since θ is typically a decreasing function of b, the derivative is actually negative - hence the absolute value sign.) In
the case of hard-sphere scattering,

db

dθ
= −R

2
sin

θ

2

so

σ(θ) =
R cos (θ/2)

sin θ

R

2
sin (θ/2) =

R2

4



3

FIG. 2: Elastic hard-sphere scattering.

FIG. 3: Particles incident in the area dσ scatter into the solid angle dΩ.

This example is unusual in that the differential cross-section is actually independent of θ. The total cross-section is
the integral of σ(θ) over all solid angles:

σ ≡
∫
σ(θ)dΩ

roughly speaking, it is the total area of incident beam that is scattered by the target. For example, in the case of the
hard sphere,

σ =
R2

4

∫
dΩ = πR2

which is just what we would expect: It’s the cross-sectional area of the sphere; billiard balls incident within this area
will hit the target, and those farther out will miss it completely. But the virtue of the formalism developed here is
that it applies just as well to “soft” targets (such as the Coulomb field of a nucleus) that are not simply “hit or miss”.
Finally, suppose we have a beam of incident particles, with uniform intensity ji = number of incident particles per

unit area, per unit time. The number of particles entering area dσ (and hence scattering into solid angle dΩ), per
unit time, is dN = jidσ = jiσ(θ)dΩ, so

σ(θ) =
1

ji

dN

dΩ
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This is often taken as the definition of the differential cross-section, because it makes reference only to quantities
easily measured in the laboratory: If the detector accepts particles scattering into a solid angle dΩ, we simply count
the number recorded, per unit time, divide by dΩ, and normalize to the intensity of the incident beam.
Consider the problem of Rutherford scattering: An incident particle of charge q1 and kinetic energy E scatters off

a heavy stationary particle of charge q2 with potential

V (r) =
1

4πϵ0

q1q2
r
. (1)

From the classical mechanics, we could derive the formula relating the impact parameter to the scattering angle
(equation 38.12 in Classical Mechanics by Corben and Stehle)

b =
q1q2
8πϵ0E

cot

(
θ

2

)
The differential scattering cross-section for this problem caused by an inverse square law force is

σ(θ) =
q1q2
8πϵ0E

cot (θ/2)

sin θ

q1q2
8πϵ0E

1

2 sin2 (θ/2)

=
1

2 sin (θ/2) cos (θ/2)

q1q2
8πϵ0E

cos (θ/2)

sin (θ/2)

q1q2
8πϵ0E

1

2 sin2 (θ/2)

=

(
q1q2

16πϵ0E sin2 (θ/2)

)2

And it is easy to show that the total cross-section for Rutherford scattering is infinite

σ ≡
∫
σ(θ) sin θdθdϕ = 2π

(
q1q2

16πϵ0E

)2 ∫
sin θdθ

sin4 (θ/2)

This integral does not converge, for near θ = 0 (and again near π) we have sin θ ∼ θ, sin (θ/2) ∼ θ/2, so the integral
goes like

16× 2π

(
q1q2

16πϵ0E

)2 ∫ ϵ

0

θ−3dθ = −8× 2π

(
q1q2

16πϵ0E

)2

θ−2|ϵ0 →∞

II. QUANTUM MECHANICAL DESCRIPTION OF SCATTERING THEORY

In the quantum theory of scattering, we imagine an incident plane wave, ψi(z) = eikz, traveling in the z-direction,
which encounters a scattering potential, producing an outgoing spherical wave (Figure 4). That is, we will look for
solutions to the Schrödinger equation of the general form

ψ (r, θ) = eikz + f(θ)
eikr

r
, for large r (2)

(The spherical wave must carry a factor of 1/r, because this portion of |ψs|2 must go like 1/r2 to conserve probability.)
The wave number k is related to the energy of the incident particles in the usual way:

k =
√

2mE/~2

(As before, I shall assume the target is azimuthally symmetrical; in the more general case the amplitude f of the
outgoing spherical wave could depend on ϕ as well as θ.)
The whole problem is to determine the scattering amplitude f(θ); it tells you the probability of scattering in a given

direction θ, and hence is related to the differential cross-section. Indeed, the probability current density for incident
wave, with units of particles per unit area per unit time, is

ji =
i~
2m

[
ψi

∂

∂z
ψ∗
i − ψ∗

i

∂

∂z
ψi

]
=

i~
2m

[−ik − ik] = ~k
m
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FIG. 4: Scattering of waves; incoming plane wave generates outgoing spherical wave.

We assume the scattering process to be elastic, that is, the internal states of the particles are left unchanged. In the
central force field, the conservatives are angular momentum, but not the momentum. The probability current density
for scattered wave in radial direction is

js =
i~
2m

[
ψs

∂

∂r
ψ∗
s − ψ∗

s

∂

∂r
ψs

]
=

i~
2m

[
f(θ)

eikr

r

∂

∂r

(
f∗(θ)

e−ikr

r

)
− c.c.

]
=

i~
2m
|f(θ)|2

[
eikr

r

(
−ike−ikr

r
− e−ikr

r2

)
− c.c.

]
=

i~
2m
|f(θ)|2

[
2
−ik
r2

]
=

~k
m

|f(θ)|2

r2

The number of particles scattered into solid angle dΩ, thus passing area r2dΩ, per unit time, is

dN = jsr
2dΩ =

~k
m
|f(θ)|2 dΩ

so

σ(θ) =
1

ji

dN

dΩ
= |f(θ)|2

Evidently the differential cross-section (which is the quantity of interest to the experimentalist) is equal to the
absolute square of the scattering amplitude (which is obtained by solving the Schrödinger equation). In the following
we will study three techniques for calculating the scattering amplitude: method of transition probability, the Born
approximation and partial wave analysis.

III. METHOD OF TRANSITION PROBABILITY

In Part V, as an application example of Fermi’s Golden Rule of the transition probability, we have obtained an
expression for the differential cross section

σ (θ, φ) =
m2

4π2~4

∣∣∣∣∫∫∫ V (r′)ei(p0−p)·r′/~d3r′
∣∣∣∣2



6

p
0

p hq

FIG. 5: Two momenta in the Born approximation: p0 points in the incident direction, p in the scattered direction.

For elastic scattering, the momentum is conserved, i.e. the momentum magnitude of incident particle |p0| is the
same as that of scattered particle |p|. For a spherically symmetrical potential, V (r′) = V (r′), the only change is the
direction of the momentum and σ (θ, φ) = σ (θ). Define

~q = p0−p

and from Figure 5 we see that

~q = 2p sin (θ/2) . (3)

Let the polar axis for the r′ integral lie along q, so that (p0−p) · r′ = ~qr′ cos θ′, the perturbation matrix element can
be calculated as (note the different meanings of scattering angle θ and polar angle θ′)∫∫∫

V (r′)eiq·r
′
d3r′ =

∫∫∫
eiqr

′ cos θ′
V (r′)r′2dr′ sin θ′dθ′dϕ′

= 2π

∫∫
V (r′)r′2dr′eiqr

′ cos θ′
d (− cos θ′) = 2π

∫ ∞

0

V (r′)r′2dr′
eiqr

′ cos θ′

−iqr′

∣∣∣∣∣
π

0

= 2π

∫ ∞

0

V (r′)r′2dr′
eiqr

′ − e−iqr′

iqr′
=

2π

iq

∫ ∞

0

V (r′)2i sin (qr′) r′dr′

=
4π

q

∫ ∞

0

V (r′) sin (qr′) r′dr′

and it follows that

σ (θ) =
4m2

~4q2

∣∣∣∣∫ ∞

0

V (r′) sin (qr′) r′dr′
∣∣∣∣2 . (4)

Example 1 Yukawa Scattering: The Yukawa potential is a crude model for the binding force in an atomic nucleus.
It has the form

V (r) = β
e−αr

r
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where β and α are constants. The integral in Equation (4) gives∫ ∞

0

V (r′) sin (qr′) r′dr′ =

∫ ∞

0

β
e−αr′

2ir′

(
eiqr

′
− e−iqr′

)
r′dr′

=
β

2i

∫ ∞

0

(
e−(α−iq)r′ − e−(α+iq)r′

)
dr′

=
β

2i

(
1

α− iq
− 1

α+ iq

)
=

βq

α2 + q2

and

σ (θ) =
4m2

~4
β2

(α2 + q2)
2

The total cross-section can be shown to be (Griffiths, prob. 11.12)

σ =

∫
σ(θ) sin θdθdϕ = π

(
4mβ

α~

)2
1

(α~)2 + 8mE
.

Example 2 Rutherford scattering: If we put in β = q1q2/4πϵ0, α = 0, the Yukawa potential reduces to the Coulomb
potential (1), describing the electrical interaction of two point charges. Evidently the differential cross-section is

σ (θ) =

(
q1q2
4πϵ0

2m

(~q)2

)2

=

(
q1q2

16πϵ0E sin2 (θ/2)

)2

(5)

where we have used equation (3) and

p = ~k =
√
2mE.

Equation (5) is precisely the Rutherford formula we have obtained in classical theory. It happens that for the Coulomb
potential, classical mechanics, the Born approximation, and quantum field theory all yield the same result.

IV. LIPPMAN-SCHWINGER EQUATION - GREEN’S FUNCTION

The general scattering wavefunctions

ψ (r, θ) = eikz + f(θ)
eikr

r

satisfy the time-independent Schrödinger equation,

− ~2

2m
∇2ψ + V (r)ψ = Eψ

with V (r) the scattering potential. This can be written more succinctly as the superficial form of the Helmholtz
equation (

∇2 + k2
)
ψ =

2m

~2
V ψ (6)

Note, however, that the “inhomogeneous” term on the right hand itself depends on ψ. Suppose we could find a
function G(r) that solves the Helmholtz equation with a delta-function “source”(

∇2 + k2
)
G(r, r′) = δ(r− r′), (7)

it is easy to show that

ψ(r) =
2m

~2

∫
d3r′G(r, r′)V (r′)ψ(r′)
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is a special solution to the inhomogeneous equation (6). Indeed(
∇2 + k2

)
ψ(r) =

(
∇2 + k2

) 2m
~2

∫
d3r′G(r, r′)V (r′)ψ(r′)

=
2m

~2

∫
d3r′δ(r− r′)V (r′)ψ(r′) =

2m

~2
V (r)ψ(r)

G(r, r′) is called the Green’s function for the Helmholtz equation. (In general, the Green’s function for a given
differential equation represents the “response” to a delta-function source.)
Our first task is to solve Equation (7) for G(r, r′). This is most easily accomplished by taking the Fourier trans-

form, which turns the differential equation into an algebraic equation. After some heavy analysis, including contour
integration we get

G(r, r′) = − eik|r−r′|

4π |r− r′|

(See Zeng Jinyan, textbook, page 356, or Griffiths, page 411, for detail.) The general solution for equation (6) can be
expressed as

ψ(r) = ψ0(r) +
2m

~2

∫
d3r′G(r, r′)V (r′)ψ(r′)

in which ψ0(r) satisfy the homogeneous Helmholtz equation(
∇2 + k2

)
ψ0(r) = 0.

For the finite range potential, ψ0(r) can be taken as the incident wavefunction

ψi(r) = eikz = eip0·r/~

The scattering problem reduces to the following integral form of the Schrödinger equation

ψ(r) = ψi(r)−
m

2π~2

∫
d3r′

eik|r−r′|

|r− r′|
V (r′)ψ(r′) (8)

= ψi(r) + ψs(r)

which also bears the name of Lippman-Schwinger equation. At first glance it looks like an explicit solution to the
Schrödinger equation (for any potential) – which is too good to be true. Don’t be deceived: There’s a ψ under the
integral sign on the right-hand side, so we can’t do the integral unless we already know the solution! Nevertheless, it
is possible to repeat the integral successively

ψ(r) = ψ0(r)−
m

2π~2

∫
d3r′

eik|r−r′|

|r− r′|
V (r′)

{
ψ0(r

′)− m

2π~2

∫
d3r′′

eik|r
′−r′′|

|r′ − r′′|
V (r′′)ψ(r′′)

}

= ψ0(r)−
m

2π~2

∫
d3r′

eik|r−r′|

|r− r′|
V (r′)ψ0(r

′)

+
( m

2π~2
)2 ∫∫

d3r′d3r′′
eik|r−r′|

|r− r′|
V (r′)

eik|r
′−r′′|

|r′ − r′′|
V (r′′)ψ0(r

′′) + · · ·

Here comes the Born Approximation: Suppose the incoming plane wave is not substantially altered by the potential;
then it makes sense to only keep the first-order, i.e.

ψ(r) ≃ ψ0(r)−
m

2π~2

∫
d3r′

eik|r−r′|

|r− r′|
V (r′)ψ0(r

′)

Here r is the coordinate where one observes the scattered particles, while r′ is in the range of the scattering center. In
this sense, the macroscopic coordinate r is much larger than the microscopic coordinate r′ (Figure 6), i.e. |r| ≫ |r′|
for all points that contribute to the above integral, so

|r− r′|2 = r2 + r′2 − 2r · r′ ≃ r2
(
1− 2r · r′

r2

)
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r'

rr-r'

FIG. 6: Macroscopic and microscopic coordinates.

and hence

|r− r′| ≃ r − r

r
· r′

In the insensitive denominator we can afford to make the more radical approximation |r− r′| ≃ r; in the sensitive
exponent we need to keep the next term. Moreover, we see that

k
r

r
=

p

~

i.e. the momentum of scattered particle. In the case of scattering, we want

ψ0(r) = eikz = eip0·r/~

representing an incident plane wave. For large r, then

ψ(r) ≃ eikz − m

2π~2

∫
d3r′

eikre−ik r
r ·r

′

r
V (r′)ψ0(r

′)

= eikz − m

2π~2
eikr

r

∫
d3r′e−ip·r′/~V (r′)ψ0(r

′)

This is in the standard form (equation (2)), and we can read off the scattering amplitude

f(θ) = − m

2π~2

∫
d3r′e−ip·r′/~V (r′)eip0·r′/~

= − m

2π~2

∫
d3r′V (r′)ei(p0−p)·r′/~

In Born approximation, the differential cross-section is then

σ (θ) =
m2

4π2~4

∣∣∣∣∫ d3r′V (r′)ei(p0−p)·r′/~
∣∣∣∣2

which is exactly the same as what have obtained from the transition probability method. What we have discussed in
last subsection is actually in the first-order Born approximation.
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V. PARTIAL WAVE ANALYSIS

Partial wave analysis is a very powerful tool to handle scattering problem in central force field with finite scattering
range, especially for low energy. The basic idea is that here the angular momentum and its z-component (L̂2, L̂z)
are conservatives because of the rotational invariance of the system. We recall that the Schrödinger equation for a
spherically symmetrical potential V (r) admits the separable solutions

ψ(r, θ, ϕ) = R(r)Ylm(θ, ϕ)

where Ylm is a spherical harmonic and u(r) = rR(r) satisfies the radial equation

− ~2

2m

d2u

dr2
+

(
l(l + 1)~2

2mr2
+ V (r)

)
u = Eu

At very large r the potential goes to zero, and the centrifugal term is negligible, so

d2u

dr2
≃ −2mE

~2
u = −k2u

The general solution is

u(r) = Ceikr +De−ikr

the first term represents an outgoing spherical wave, and the second an incoming one – for the scattered wave, we
evidently want D = 0. At very large r, then,

R(r) ≈ eikr

r

as we already deduced (on qualitative grounds) in the beginning of this section (Equation 2).

A. l partial wave

Let us now consider the incident particle described by a plane wave traveling along z-axis

ψi = eikz

which is the eigenstate of momentum and energy with eigenvalues

px = py = 0, pz = ~k, E = ~2k2/2m

The momentum p, however, is not a conservative because

[p,H] = [p, V (r)] ̸= 0

We note the incident wavefunction ψi is the eigenstate of L̂z with eigenvalue 0, but it is not the eigenstate of L̂2.
Rather, it is a linear combination of eigenstates of L̂2

eikz =
∞∑
l=0

il(2l + 1)jl(kr)P
l(cos θ) (9)

where jl is a spherical Bessel function, P l is a Legendre polynomial, and θ is the angle between z and r, i.e., the
scattering angle. The expansion of a plane wave in terms of spherical waves is sometimes called Rayleigh’s formula.
It is nothing but the unique solution for the case that the scattering potential were identically zero. The expansion
of incident wave on the eigenstates of conservatives L̂2 and L̂z is the key point of partial wave analysis. Let us write
the general scattering wavefunctions with the scattering potential in the form

ψ(r, θ) =
∞∑
l=0

il(2l + 1)AlRl(r)P
l(cos θ)

The reason why we can assume this kind of expansion lies in that:
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FIG. 7: Incoming and outgoing partial waves.

• The l partial waves in the incident plane wave

il(2l + 1)jl(kr)P
l(cos θ)

corresponding to eigenvalues l(l+ 1)~2 and 0 of L̂2 and L̂z, are scattered separately because of the conservation
of angular momentum, i.,e. they won’t mix up during the scattering process.

• Moreover, the conservation of L̂z makes m also a good quantum number and our problem is irrelative of ϕ thus
m = 0 for all the scattered waves. This simplifies the expansion on spherical harmonics Ylm to that on Legendre
polynomials P l(cos θ), which is nothing but Yl0.

The remaining task is to find the detailed form of the radial wavefunction Rl(r) and the corresponding coefficients
Al. Before doing this, let us consider the asymptotic behavior of these partial waves. The asymptotic forms of the
Bessel functions in the limit kr →∞ are

jl(kr)→
1

kr
sin

(
kr − 1

2
lπ

)
The l partial wave with angular momentum l(l + 1)~2

il(2l + 1)jl(kr)P
l(cos θ)→ 1

kr
il(2l + 1)P l(cos θ) sin

(
kr − 1

2
lπ

)
=

1

2ikr
il(2l + 1)P l(cos θ)

(
ei(kr−

1
2 lπ) − e−i(kr− 1

2 lπ)
)

=
2l + 1

2kr
il+1P l(cos θ)e−i(kr− 1

2 lπ) − 2l + 1

2kr
il+1P l(cos θ)ei(kr−

1
2 lπ)

becomes essentially summation of an incoming spherical wave and an outgoing spherical wave. Thus

eikz =
∑
l

(l partial wave)

=
∑
l

(
incoming spherical partial wave with angular momentum l(l + 1)~2
+outgoing spherical partial wave with angular momentum l(l + 1)~2

)
The superposition and interference of those partial waves gives the incident plane wave eikz (Figure 7).
The physics of scattering is now clear. When the scattering potential is absent, we can analyze the plane wave as

the sum of a spherically outgoing wave behaving like e−ikr/r and a spherically incoming wave behaving like eikr/r
for each r. The presence of the scattering center changes only the coefficient of outgoing wave

l outgoing spherical partial wave →
kr→∞

−sl
2l + 1

2kr
il+1P l(cos θ)ei(kr−

1
2 lπ)
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Because of the conservation of angular momentum, the outgoing flux must equal the incoming flux for each partial
wave separately. In other words, the coefficient of e−ikr/r must be the same in magnitude as the coefficient of eikr/r.
This means that

|sl| = 1 (10)

for all l. The most that can happen is a change in the phase of the outgoing wave and the incoming wave is completely
unaffected. Equation (10) is known as the unitarity relation for the l partial wave. Thus superposition of the l partial
waves

2l + 1

2kr
il+1P l(cos θ)e−i(kr− 1

2 lπ) − sl
2l + 1

2kr
il+1P l(cos θ)ei(kr−

1
2 lπ)

gives ∑
l

2l + 1

2kr
il+1P l(cos θ)

(
e−i(kr− 1

2 lπ) − slei(kr−
1
2 lπ)

)
which should be the same as equation (2). So

eikz + f(θ)
eikr

r
=
∑
l

2l + 1

2kr
il+1P l(cos θ)

(
e−i(kr− 1

2 lπ) − slei(kr−
1
2 lπ)

)
i.e. ∑

l

2l + 1

2kr
il+1P l(cos θ)

(
e−i(kr− 1

2 lπ) − ei(kr−
1
2 lπ)

)
+ f(θ)

eikr

r

=
∑
l

2l + 1

2kr
il+1P l(cos θ)

(
e−i(kr− 1

2 lπ) − slei(kr−
1
2 lπ)

)
The incoming partial waves on left and right side cancel each other. Multiplication of a factor re−ikr reduces the
above equation into

−
∑
l

2l + 1

2k
il+1P l(cos θ)e−

i
2 lπ + f(θ) = −

∑
l

2l + 1

2k
il+1P l(cos θ)sle

−i 1
2 lπ

and we get the scattering amplitude

f(θ) =
∑
l

2l + 1

2k
il+1P l(cos θ)e−i lπ

2 (1− sl)

=
∑
l

2l + 1

2k
iP l(cos θ) (1− sl)

Evidently the angular distribution of the l partial wave, P l(cos θ) = Y10(θ, ϕ), will not change in the scattering process.
The indices of refraction and therefore the wavelengths are different for area V (r) = 0 and V (r) ̸= 0 which gives rise
to the change in the phases of outgoing and incoming waves. The combination of them leads to the phase shift.

B. Phase shift

The general scattering wavefunctions

ψ(r, θ) =
∞∑
l=0

il(2l + 1)AlRl(r)P
l(cos θ)

is shown to have the form of ∑
l

2l + 1

2kr
il+1P l(cos θ)

(
e−i(kr− 1

2 lπ) − slei(kr−
1
2 lπ)

)
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We thus see that the only change in the wavefunction at a large distance as a result of scattering is to change the
phase of the outgoing wave. Calling this phase 2δl (the factor of 2 here is for conventional), we can write

sl = e2iδl

with δl real. For the full scattering amplitude, we have

f(θ) =
∑
l

2l + 1

2ik
P l(cos θ)

(
e2iδl − 1

)
=

1

k

∑
l

(2l + 1) eiδl sin δlP
l(cos θ) (11)

This expression for f(θ) rests on the twin principles of rotational invariance and probability conservation. The
differential cross section σ(θ) can be obtained by just taking the modulus squared of equation (11). To obtain the
total cross section we use the orthogonality of Legendre polynomials and obtain

σ =

∫
|f(θ)|2 dΩ =

2π

k2

∑
ll′

(2l + 1) (2l′ + 1) e−iδleiδl′ sin δl sin δl′

×
∫
P l(cos θ)P l′(cos θ) sin θdθ

=
2π

k2

∑
ll′

(2l + 1) (2l′ + 1) e−iδleiδl′ sin δl sin δl′
2

2l + 1
δll′

=
4π

k2

∑
l

(2l + 1) sin2 δl

The application of partial wave analysis relies on finding the phase shift δl, i.e., δ0, δ1, δ2, · · · . This is valid for the
potential which can be taken to be zero beyond some boundary and for low energy of the incident particles. Notice
that for larger l, the angular momentum carried by the l partial wave is larger, and the system will less be affected by
the central force field because it is farther away from the scattering center. We need only consider the low l partial
waves. For very low energy, only s partial wave l = 0 is taken into account, i.e. δ0 ̸= 0, δ1 = δ2 = · · · = 0, we have
P 0(cos θ) = 1 and

σ(θ) =
1

k2
sin2 δ0

σ =
4π

k2
sin2 δ0

If, on the other hand, only p wave is considered, P 1(cos θ) = cos θ, δ1 ̸= 0, δ0 = δ2 = · · · = 0, then

σ(θ) =
1

k2
9 sin2 δ1 cos

2 θ

σ =
4π

k2
3 sin2 δ1

Or, if we keep s and p waves and neglect higher partial waves, δ0 ̸= 0, δ1 ̸= 0, δ2 = δ3 = · · · = 0

σ(θ) =
1

k2
∣∣eiδ0 sin δ0 + 3eiδ1 sin δ1 cos θ

∣∣2
σ =

4π

k2
(
sin2 δ0 + 3 sin2 δ1

)
Clearly there is interference between different partial waves.
Finally we give an example on how to calculate the phase shift for s partial wave. The potential model is

V (r) =

{
−V0, r < a
0, r > a

We try to find the positive energy solution (E > 0) to the radial equation for l = 0

− ~2

2m

d2u

dr2
+

(
l(l + 1)~2

2mr2
+ V (r)

)
u = Eu
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which is quite different with the bound state solution in Part III. The equation reduces to

d2u

dr2
= −2m (E + V0)

~2
u = −k′2u, r < a

d2u

dr2
= −2mE

~2
u = −k2u, r > a

with solutions

u = A sin (k′r + δ′0) , r < a

u = B sin(kr + δ0), r > a

while the solution in r > a is the scattering wave and hence δ0 is the phase shift. At r = 0 the wavefunction
R(r) = u(r)/r should be finite, so δ′0 = 0. At r = a the wavefunction and its derivative should be continuous

A sin (k′a) = B sin(ka+ δ0)

Ak′ cos (k′a) = Bk cos(ka+ δ0)

so

1

k′
tan k′a =

1

k
tan(ka+ δ0)

The phase shift is found to be

δ0 = tan−1

(
k

k′
tan k′a

)
− ka

For

V (r) =

{
+∞, r < a
0, r > a

we find

δ0 = −ka.

Inserting this phase shift into the total cross section, we get the result for hard sphere scattering

σ =
4π

k2
sin2 δ0 = 4πa2

which is four times larger than the classical result.

VI. SUMMARY ON PART VII

The main task in scattering problem is to calculate the differential cross section: It is defined as the ratio of the
number of particles scattered into unit solid angle per unit time dN

dΩ with the number of incident particles crossing
unit area per unit time ji

σ(θ) =
1

ji

dN

dΩ

The total cross-section is the integral of σ(θ) over all solid angles

σ ≡
∫
σ(θ)dΩ

In quantum mechanics we look for solutions to the Schrödinger equation of the general form

ψ (r, θ) = eikz + f(θ)
eikr

r
, for large r
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The differential cross-section is equal to the absolute square of the scattering amplitude

σ(θ) = |f(θ)|2 .

We provided three methods to calculate this. The Lippman-Schwinger integral equation

ψ(r) = ψi(r)−
m

2π~2

∫
d3r′

eik|r−r′|

|r− r′|
V (r′)ψ(r′),

in the first order Born approximation, gives exactly the same result as we got through method of transition probability

σ (θ) =
4m2

~4q2

∣∣∣∣∫ ∞

0

V (r′) sin (qr′) r′dr′
∣∣∣∣2 .

with

~q = 2p sin (θ/2)

The scattering of a Coulomb potential gives the famous Rutherford formula

σ (θ) =

(
q1q2

16πϵ0E sin2 (θ/2)

)2

The Born approximation is more powerful for high energy scattering, while partial wave analysis is often used to
calculate the low energy scattering, in which case we only need to take into account the low l partial waves. There is a
change in the phase of the outgoing wave and the incoming wave is completely unaffected. The scattering amplitude
is a summation for all l partial waves

f(θ) =
1

k

∑
l

(2l + 1) eiδl sin δlP
l(cos θ)

and the total cross section

σ =
4π

k2

∑
l

(2l + 1) sin2 δl

One thus need to calculate the phase shift δl, i.e., δ0, δ1, δ2, · · · for each partial wave. Usually for low energy scattering
we only consider the lowest partial waves, s or p waves. For the square spherical potential, we have

δ0 = tan−1

(
k

k′
tan k′a

)
− ka

while for hard sphere

δ0 = −ka

The quantum result for the total cross section is four times larger than the classical one

σ = 4πa2.
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